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Chapter 1

Review of Probability Theory

Randomness should be taken into account in data, model, equations (PDEs), etc. This can be realized
by allowing the model to be probabilistic in nature, which is referred to as a probability model. The reference
book is [10].

1.1 Probability Space

A probability theory is made up of three part, (Q2, F, P).

1.1.1 Sample space
(2 is a sample space.
Example 1.1.1 Q = {H (ead), T (ail)} for a coin flipping.
Example 1.1.2 Q ={(H,H),(H,T),(T,H),(T,T)} for flipping two coins.
Example 1.1.3 Q = {1,2,...,6} for rolling of a die.

Example 1.1.4 Q = : : for rolling of two dice.

1.1.2 Events
Subset E of 2 is known as an event.
Example 1.1.5 F={H}
Example 1.1.6 E = {2,4,6}. Even number appears.

e union of events. Given E; = {1,3,5} and Fs = {1,2,3}, then E; U Ey = {1,2,3,5}.

e intersection of events. Given above, then F1 Ey := Ey N Ey = {1,3}.

e complement. Ef = {2,4,6}.

e mutually exclusive. F, F, G are called mutually exclusive if FF = @, FG = @, FG = @. For example,
E={1,2},F ={3,4},G = {5, 6} are mutually exclusive.



Definition 1.1.7 F is a family of subsets of Q satisfying:

(1) Qe F.

(2) E€ F=E°€F.

(3) E;e F= U E; € F.

Then F is a Uf;lzegm of Q. Q, F is called a measurable space.

1.1.3 Probability space

Definition 1.1.8 P is a function defined on satisfying:

(1) non-negative. 0 < P(FE) < 1,VE € F.

(2) completeness. P() = 1.

(8) For any countable mutually exclusive sets in F, P( G Ej) = ioj P(E;).
. =

Jj=1
Then P(E) is the prob. of E. (2, F, P) is the triple elements of a prob. space.

Example 1.1.9 P({H}) = P({T}) = 3.

Example 1.1.10 P({1}) =--- = P({6}) = .
P({1,3,5}) = P({1}) + P({3}) + P({5}) = 5.

Example 1.1.11 P(ElUEQUEg) = P(E1>+P(E2)+P(E3>—P(ElEg)—P(ElEg)—P(E2E3)+P(E1E2E3)

1.2 Conditional Prob.

Definition 1.2.1

P(EF)

P(BIF) = 5

Example 1.2.2 Choose one number from 1-10. The number is at least five, then what is the cond. prob.
that it is ten?
Sol: Let E = {10} and F = {> 5}. Then

P(EF)

P(EIF) = 5y = % =

Example 1.2.3 An urn contains 7 black balls and 5 white balls. Draw two balls without replacement. Fach
ball is equally drawn. What is prob. that both drawn balls are black?
Sol: F={first ball is black}, E={2nd ball is black}. Since P(E|F)= &, P(F) = %, then

7x6
P(EF)=P(F)P(E|F) = .
(EF) = P(F)P(BIF) = 1+
Another solution is given directly by
2
P(both black) = =7 — T*8_
C%, 1211



1.3 Independent events

E,F areindependent < P(EF)= P(E)P(F)
< P(E|F)=P(E)
& P(F|E)=P(F), P(E)#0

Example 1.3.1 Let a ball be drawn from an urn containing 4 balls {1,2,3,4}. Let E = {1,2}, F = {1, 3},
G ={1,4}. Then

P(EF) = P(E)P(F) = 1.
P(EG) = P(E)P(C) = 1,
P(FG) = P(F)P(G) = i
However,
i — P(EFG) # P(E)P(F)P(G) = é

E,F,G are not jointly independ.

1.4 Bayes’ formula

e sub-additive. - -
P <3P
j=1 j=1
e multiplicity formula.
P(B1By...B,) = P(By)P(B3|By) - P(B,|B1By...B,_1).

e formula of total probability. Suppose that Fi,..., F,, are mutually exclusive events such that U}, F; = Q

(sample space) or E C UP_, F;, then E = U], EF;. Noticing EF; are mutually exclusive, we obtain that

Jj=1

P(E)=)_ P(EF;) =Y _ P(E|F;)P(F}).
j=1
In particular, if n = 2, then £ = EF U EF° and
P(E)=P(EF)+ P(EF°) = P(E|F)P(F)+ P(E|F°)P(F°).

Another formula is: suppose that U, C; = Q (sample space) or B C U ;C}, then if P(A) > 0,

P(B|A) = iP(Cj|A)P(B|ACj).
j=1

Pf.
= "\ P(C;A) P(BAC; "\ P(BAC;
;P(Oj\A)P(BlACj) = ; ](D(A)) ;(ACJ)):j_l(P(A))
_ prA“)‘) — P(B|A)



e Bayes’ formula.
o PEF;)  P(E|F;)P(F))
P(F;|E) = PE)

n °

P(E|F;)P(F})
j=1
Example 1.4.1 a multiple-choice test. Let p be the prob. that the student knows the answer. Assume that
a student who guesses at the answer will be correct with prob. 1/m, where there are m choices. What is the
prob. that a student knew the answer given that she answered it correctly?

Sol: Let C and K be "correct” and "know", respectively.

_ P(KC) P(C|K)P(K)
PIKIC) = 5@y = BOIR)PE) 1 PICIK) P(E)
P

p+(1/m)(1—p)

Ifm=5andp= 1%, P(K|C)=5/6.

1.5 Discrete random variables

Definition 1.5.1 If X is discrete with prob. mass function p(x), then for any real-valued function g, the

expectation is defined as

Egx)= 3 g@pl).

z:p(z)>0

1.5.1 the Bernoulli random vari.

An experiment, whose outcome is either a success or a failure. X = 1 is a success and X = 0 is a failure.
Then X is denoted as X ~ B(1,p) and the pmf is

p(0) = P(X=0)=1-p,
p(l) = PX=1)=p
Its expect and var is
EX = 1-p+0-q=p,
Var(X) = EX?—(EX)*=12-p+0%-q¢—p*=p(1 —p).

1.5.2 the Binomial random vari.

Suppose there are n trials of Bernoulli experiments. That is, If X;,...,X,, are samples from B(1,p),
then
MY=X1+ -+ X, ~B(n,p).
(2) pdf is given by p(i) = Cipi(1 —p)"~ i=0,...,n.
(3) BY = 1 yip(i) = S0 iChp'q" ™ = S it T = np Y e " = .
Var(Y) = npq.



Example 1.5.2 Suppose each independent engine of an airplane will fail, when in flight, with prob. 1 — p.
Suppose that the airplane will make a successful flight if at least 50 percent of its engines remain operative.
For what values of p is a four-engine plane preferable to a two-engine plane?

Sol: A four-engine plane makes a successful flight with prob.
Cip*(1 —p)* + Cip°(1 = p)' + Cip* (1 - p)°
= 6p*(1—p)* +4p°(1 —p) +p".
The prob. for a two-engine plane is
Cap' (1 —p)' + C3p*(1 —p)° = 2p(1 - p) +p°.
Hence a four-engine plane is safer if

6p*(1 —p)* +4p°>(1 —p) +p*
6p® — 12p? + 6p + 4p* — 4p® + p?

> 2p(1—p)+p°

> 2-p
3p> =8 +Tp—2 > 0
(p—1°@Bp-2) > 0.
. 2
p = 3

1.5.3 the geometric random vari.

Suppose that independent trials, each having prob. p of being a success, are performed until a success

occurs. Let X be the number of trials required until the first success. The pmf is given by
p(n)=P(X =n)=(1-p)"'p, n=12...

To check it is a pmf
[e%s) e’} o »
p(n)=p l—p)tl=e——— =1
N

The expect. and var is

fe'e) o ) qu q / D 1
EX = g iq" lp:pg p( > = .
i=1 = da 1—¢ - p

l—p

Var(X) = .

(X) 7

1.5.4 the Poisson random vari.

X is said to be a Poisson random vari. with parameter A\, denoted by X ~ P(\),

)\z’
p(i) = P(X =i) =e 2,0 =0,1,

Check it is pmf

Zp(z) = o = e et =1
i=0 iz v



(1) EX =\, Var(X) = A.
(2) If X1,...,X, are indepen, X; ~ P()\;), then

X1+ + Xy, ~PA+--+ ).

Pf. By induction.
P(X14+ Xy = i)=)» P(X1=k)P(Xy=1i-k)
k=0

Ak PVt 1< il 4
= “M AL =X 2 o —(AitAg) T 7>\k/\z—k
e AR5 i!kzzok:!(i—k)! 172

%

1 .
= e—<*1+k2>5(A1 +X2)' ~ P(A1 4 o).

Example 1.5.3 Suppose that the number of typo errors on a single page of a book has a Poisson distr. with
parameter X = 1. Calculate the prob. that there is at least one error on this page.
Sol: P(X>1)=1-P(X=0)=1-e"1=0.633.

1.6 Cont. Random vari.

Definition 1.6.1 The cumulative distribution function (cdf) (or sometimes just distribution function) F(-)
is defined by, F(b) = P(X <b), satisfying (i) F(b) is a nondecreasing function of b, (i) limy_, o F(b) =
F(oo) =1, (iii) limp, oo F(b) = F(—00) = 0.

One can see obviously that
Pla< X <b)=F(b)— F(a), foralla<bd.

Definition 1.6.2 If there exists a nonnegative function f(x), defined for all real x € (—00,00), having the

property that for any set B,
P(X € B) :/ f(z)dz.
B

The function f(x) is called the prob. density function (pdf) of X.
The relation bw the cdf F' and the pdf f is
a
Fla)=P(X <a) = / f(z)dx,
—o0

and
dF(a)

da

= f(a).

Definition 1.6.3 If X is cont. random vari. with pdf f(x), then for any real-valued function g, its expecta-
tion is defined by



1.6.1 Uniform random variable

Definition 1.6.4 A random vari X is said to be uniformly distributed over (0, 1), if its pdf is given by

1, 0<z<1,
f(x)_{(h

otherwise.

Denote by X ~U(0,1). Its expectation and variance are

x - | af{e)dn = £, Var(X) = BX* - (BX)? -
0

1.6.2 Exponential random vari.

Definition 1.6.5 A cont. random vari. whose pdf is given, for some XA > 0, by

B e ™ ifx >0,
f(m){o, ifx < 0.

is said to be an exponential random variable with rate parameter . Denote by X ~ E(N).

The cdf can be calculated by

a

e Mdr=1— e_’\“, a > 0.

oo

e Mdr = 1.

=
8
I
o—

(1) EX = { and Var(X) = 3.
(2) P(X >t)=e Mt >0.
(3) Y is an exponential random vari. if and only if EY > 0 and for Vs,¢ > 0, such that

PY >s+tlY >s)=P(Y >1t),

where this condition is called memoryless. Denote F(t) = P(Y > t), then above Eq. is equivalent to

F(t+s)=F@)F(s).
Pf. One can easily check = by noticing that F(t) = e~

F(t) is an exponential function. We first prove if f(t + s) = f(t) + f(s), then f is linear function. For

. For the opposite direction, we want to prove

integers t and s, we have f(n) = nf(1). For rational numbers t and s, ¢f(p/q) = f(p) = pf(1), then
f(p/q) = p/qf(1). Since rational numbers are dense in real numbers, one can show f(x) = zf(1) for all z

real. Finally, F(t) = e/® = /(1) which is an expon. function.

Example 1.6.6 Suppose a clock or a watch has a lifetime with exponential distribution with expectation 1

year. If it already works for 2 months, what’s its remaining lifetime? (1 year since memoryless).

Example 1.6.7 Assume that the customer comes with interarrival time being exponential dist. If a cashier

wants to go washroom, he/she goes right now or later on? (Right now since memoryless).

10



1.6.3 Gamma ranodm vari.

Definition 1.6.8 A cont. random vari. whose pdf is given, for some A > 0,a > 0, by

Ae A (Ag)> ! .
o= S ez
0, if x < 0.

is said to be a gamma random variable with rate parameters A and «. Denote by X ~ I'(a, A). A Gamma

function is defined by

F(oz):/ e Tx da.

0
The expectation and var of gamma vari is given by

« o
EX = X,Va/r(X) = F

1.6.4 Normal random vari.

Definition 1.6.9 X is normal random vari. with parameters i and o? if the density of X is given by

1
f(z) = 5 e~ @m0 oo < g < 0.
uxea

The density is bell-shaped curve that is symmetric around (.

Definition 1.6.10 multivariate normal distribution. € = (¢1,...,em)’. If X = u+ Be, then
X ~ N, %),

where ¥ = BBT is the covariance matriz of X.

(1) X =(X1,...,Xn)T ~N(p,X) if and only if Vay,...,an, > "

j=1
(2) Let X ~ N(p, ¥). Then X, ..., X,, are independent if and only if they are uncorrelated, i.e., Cov(X;, X)
= 0 for i # j. The proof can be found following.

a;X; is normally distributed.

Many real-world quantities tend to be normally distributed—for instance, human heights and other body
measurements, cumulative hydrologic measures such as annual rainfall or monthly river discharge, errors in
astronomical or physical observations, and diffusion of a substance in a liquid or gas. Some things are products
of many independent variables (rather than sums), and in such cases the logarithm will be approximately
normal since it is a sum of many independent variables—this is often the case for economic quantities such

as stock market indices, due to the effect of compound interest.

1.6.5 Inverse Gamma Random Variable

If X is Gamma distributed then the distribution of 1/X is called the Inverse Gamma distribution. More
precisely, if X ~ Gamma(a,b) and Y = 1/X then Y ~ InvGamma(a,b), and the p.d.f. of Y is

a

my_a_l exp(—b/y). (1.1)

InvGamma(y|a,b) =

So, putting a Gamma(a, b) prior on the precision A is equivalent to putting an InvGamma(a, b) prior on the
variance 02 = 1/\. The Inverse Gamma can be used to define a NormallnvGamma distribution for use as a

prior on (u,0?), which is sometimes more convenient than (but equivalent to) using a NormalGamma prior

on (i, A).

11



1.6.6 History of Normal distribution

Carl Friedrich Gauss James Clerk Maxwell Adolphe Quetelet

In 1809, Carl Friedrich Gauss (1777-1855) proposed the normal distribution as a model for the errors
made in astronomical measurements, as a formal way of justifying the use of the sample mean, by showing
it to be the most likely estimate—that is, the maximum likelihood estimate—of the true value (and more
generally, to justify the method of least squares in linear regression). With astonishing speed, following
Gauss’ proposal, Laplace proved the central limit theorem in 1810. Laplace also calculated the normalization
constant of the normal distribution, which is not a trivial task. James Clerk Maxwell (1831-1879) showed
that the normal distribution arose naturally in physics, particularly in thermodynamics. Adolphe Quetelet

(1796-1874) pioneered the use of the normal distribution in the social sciences. (See Fig. 1.6.6.)

1.7 Jointly distributed random variables

1.7.1 independent random variables
Definition 1.7.1 The random variables X and Y are said to be independent if, for all a,b,
P(X <a,Y <b)=P(X <a)P(Y <b).
In terms of the joint distribution function F, we have that
F(a,b) = Fx(a)Fy(b) for all a,b.
Corollary 1.7.2 When X and Y are discrete, the condition of indep. reduces to

p(x,y) = px (@)py (y).

If X and Y are jointly continuous, independence reduces to

flx,y) = fx(x)fy (y).

Pf.
P(X < a,Y<b)=> > plxy) =YY px(@)pr(y)
y<bz<a y<bz<a
= Y pv(y) Y px(@) = P(Y <HP(X <a).
y<b v<a

12



If X and Y are independ., then for any h and g

Pf.

Elg(X)hY)] =) g(@)h(y)p Zzg (@)py (y) = Elg(X)]EA(Y)].

/ / F(a, y)dady = / / Fx (@) fy (y)ddy

/_ o(@) fx (2)d / h(y) fy (v)dy = Elg(X)|ER(Y)].

&
=N
s
=
=
I

Example 1.7.3 (Variance of a Binomial Random Variable) Compute the Variance of a Binomial

Random Variable. Sol. Binomial is the sum of n indep. Bernoulli.
Var(X) = VaT(X1) + -4 Va/r(Xn) = npq,

since Var(X;) = pq for each Bernoulli distribution.

1.7.2 Covariance and Variance of Sums of Random Variables

Definition 1.7.4 The covariance of any two random vari. is
Cov(X,Y)=E[(X — EX)(Y — EY)] = E[XY] - E[X]E[Y].
If X and Y are independent, then Cov(X,Y) = 0.

Corollary 1.7.5 Property of Covariance
(1) Cov(X,X) =Var(X),
(2) Cov(X,Y) = Cou(Y, X),
(8) Cov(cX +dZ)Y) = cCov(X,Y) 4+ dCov(Z,Y).

A useful expression for the variance can be found as follows:

n n n n n

Var(D Xi) = Cou(d_Xi,» X;)=> > Cov(X;, X))

i=1 =1 Jj=1 =1 j=1

Xn:C'ov(Xi, Xi)+2)  Cov(X;, X;).

i=1 i<j

Moreover, if X; are indep. random variables, then above equation reduces to

Var(i X;) = i Var(X
i=1 i=1

Definition 1.7.6 If Xi,...,X,, are i.i.d., then the random variable X = Y ;| X;/n is called the sample

mean.

13



Proposition 1.7.7 Suppose that X1, ..., X, are i.i.d. with mean p and variance o®. Then
(a) E[X] =
(b) Var(X) = o2 /n.
(c) Cov(X,X; —X)=0,i=1,...,n

Pf. Parts (a) and (b) are easy:

1
EX] = -S EXi=y,
[X] n; 1
2 n 1 n 0_2
Var[X] = ( ) Var(z:l X;) = 3 21Var(X1) =
To prove (c), we follow
_ _ _ 1 _
Cov(X,X;—X) = Cou(X,X;)—Cov(X,X)=—-Cov(X; + ZXj,Xi) —Var[X]
" j#i
2 2
- Z_Z o
n n
Proposition 1.7.8 The sample variance is given by
1 n o
52 — X, — X)2.
n—1 Z( )
i=1
Then it is unbiased, that is,
ES? = o2,
Pf. Notice that
X=X = > (Xi—p+p-X)
=1 =1
ZZ(X W +n(p—X)2 +2(u— XZ
i=1 i=1
= > (Xi—p)’—n(p—X)%
i=1
Then we obtain
Eln-1)8% = 3 B(X;-%)? =Y E(X; - i) — nE(u - X)?

i=1 i=1

= no? —nVar[X] =no® — nZ = (n—1)o?
n

1.7.3 Sum of two independent variables

Let us derive the formula first. Suppose that X and Y are continuous and independent, X having pdf
f and Y having pdf g. Letting F'x vy (a) be the cdf of X + Y, we have

P(X+Y <a) // y)dzdy
+y<a

= [ ([ swac) ot dy—/ Fx(a— y)o(y)dy.

14
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By differentiating above, we obtain the pdf fxiy(a) of X +Y given by
d (o] o0
fewvia) =5 [ Fxta-gtdy= [ fla= gy,

Thus fxy is the convolution of functions f and g.

Example 1.7.9 Two uniform random vari. If X and Y are indepdt. both uniformly distributed on (0,1),
then calculate the pdf of X +Y.

Sol. The pdf’s are
1, O0<ax<l,

fla) = g(a) = {

0, otherwise.

we obtain
Ix+y(a) = (a—y)g(y)dy.
For 0 <a <1, this yields
vt [ =0
0

since0<a—y<land0<y<1=0<y<a. And for1 <a <2, this yields

1

fx+y(a):/ dy=2-a

a—1

since0<a—y<land0<y<1=a—-1<y<1. Hence,

a, 0<a<l,
fxiyv(@)=¢ 2—a l<a<?2

0, otherwise.

1.8 Moment Generating Functions

Definition 1.8.1 The moment generating function (MGF) ¢(t) of random variables X is defined by

o(t) = BletX] > ep(x), if X is discrete
= (& =
75 et f(z)dz, if X is continuous
It is called MGF because all moments of X can be obtained by successively differentiating ¢(¢). For
example,
d d
/t - _F tX :EitX :EXtX
#(t) = ZBle) = Blpe™] = B[Xe!]
Hence ¢'(0) = EX. Similarly,
d d
//t :fEXtX :EthX :EX2tX
#'(t) = S BXe!X] = B[ XeX] = BIX%X],

so that ¢”(0) = EX?2. One can show that ¢(™)(0) = E[X™] for n > 1.

Example 1.8.2 (Poisson Distribution with mean ).

e etne—)\ n e et \)™ .
p(t) = El™]= Z T/\ =e Z % =e M =exp[A(e! —1)].
n=0 ' n=0 '
#'(t) = Xe'exp[A(e' —1)],
¢"(t) = (Ae')?exp[A(e’ — 1)] + el exp[A(e! — 1)],
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Thus,
EX = ¢'(0)=X\EX?=¢"(0)=)\+ )\,
Var(X) = X\

Example 1.8.3 Ezxponential Distribution with parameter ).

o(t) = E[e] = / e e M dy = A fort <A
/ >\ /1 2)\
) = —C ") = —2—.
Hence, )
_ 2_ 2 _
EX = )\ ,EX )\27Var(X) 2

Example 1.8.4 Normal distribution with mean 1 and variance o?. Compute the MGF of a standard

normal random variable Z as follows.

E6 t:v e " /2d.’E _ et /2.
| \/ 2m /
If X =0Z + p is normal, then
2t2
o(t) = Ble™] = " B["77] = exp{T— + ut}.
, 2t2
¢'t) = (u+a’) exp{f + pt}
2t2 2t2
d'(t) = (u+o%t) exp{— +uth+o exp{— + ut}

Hence EX = u,Var(X) = o2.
Theorem 1.8.5 A MGF uniquely determines a probability distribution.

Theorem 1.8.6 X1,...,X,, are independent if and only if their MGFs satisfy

E X ¢t1,... H¢1 i :ﬁEetiXi.
i=1

Theorem 1.8.7 X; are independent and have MGFs ¢;(t). ThenY = X; + --- + X, has the MGF

t) = H@:(t)

Example 1.8.8 Using the results from above the example to show that Cov(X;, X;) = 0 for multivariate
Gaussian distribution = they are independent.

Sol. Let X ~ N(u,%), where X = (X1,...,Xn) = fi + BE and € = (e, . .
such a linear transformation? since rank of X is n.) One has the pdf

1 _ 1 . _ ~
Gl 2en {3 - s - n).

Since we have computed that ¢e(f) = E[el] = [, e'i/% = e'/2, 50 that

.y €n). (Think about why there is

fz) =

- = P Al ind T T 7T = T
¢)?(t—> _ E[et'X] — pet A+t BE _ T i+5t" BBt _ T it 5t" St

n
2,2

§ CR R §

i=1 i=1
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Example 1.8.9 Let X ~ N(u1,0?) and Y ~ N(u2,03) and X and Y are independent. Then

bxiy(t) = dx D)y (t) = et tat’ol guatt®ol — o(uitu2)its(oi+0o3)t”

so that X +Y ~ N(uy + pia, 0% + 03).

1.9 Limit Theorems

Proposition 1.9.1 (Markov’s Inequality) If X is a random variable that takes only nonnegative values,
then for any a > 0

P{X >a} = %.

Pf. We give a proof for the case where X is continuous with denfity f,
E[X] = / xf(sr:)dx:/ mf(x)da:—&—/ zf(x)dz

0 0 a
> / af(z)dx > a/ f(z)dz = aP{X > a}.

2

)

Proposition 1.9.2 (Chebyshev’s Inequality) If X is a random variable with mean p and variance o
then, for any k > 0,

2
g
PUX = 2 k} < 75

Pf. We apply Markov’s inequality to the nonnegative (X — p)?,

B((X — p)?]
k2

Remark 1.9.3 The importance of Markov’s and Chebyshev’s inequalities is that they enable us to derive

P{(X —p)* >k} <

bounds on probs. when only the mean, or both the mean and the variance, are known. Of course, if the true
distribution were known, then the desired probs. could be exactly computed, and we would not need to resort

to bounds.

Theorem 1.9.4 (Strong Law of Large Numbers) Let X1, X5, ... be a sequence of independent random
variables have a commom distribution, and let E[X;] = p. Then, with probability 1, or almost surely,

X;+ -+ X,

— [ as n — 0o.
n
Definition 1.9.5 If P(lim,,—oo X,, = X) = 1, then we say X,, — X, a.s. (almost surely) or X,, — X, w.p.1

(with probability 1).
Theorem 1.9.6 (Central Limit Theorem) Let X1, Xs,... be a sequence of independent, identically dis-

tributed (i.i.d.) random variables, each with mean p and variance 0. Then the distribution of

X1+ + X —np
ov/n

goes to the standard normal as n — oco. That is,

X+t X, — 1 a
P{ L e T Sa}_)\ﬁ/ e 2dr = 0(a),
U\/ﬁ 27 J_oo

as n — oo
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Pf. Note that the theorem holds for any distribution of the X;s; herein lies its power.
We now present a heuristic proof the CLT. Suppose first that the X; have mena 0 and variance 1, and
then the MGF can be computed,
X1+ + X,
E [exp {tl—’—\f—i—}] = BletXa/Vn . etXn/Vi] — (Ee!Xi/V)n by independence.
n

For large n, we obtain by Taylor expansion,

tX;  (tX;)?
etXilvn — 4 00y (8X:) +0(n™%?),

vn 2n

that is the reason for the central word. Taking expectations shows that when n is large,

t2
Ele!Xi/Vr] =1 + o +0(n=?/?), since EX =0 and EX% =1.
n

Xi+---+ X, 2N L e
E t——————— ~|(1+— — el /2,
ol )] = ()

Thus, the MGF of X1+7\/H+X" converges to the moment generating function of a standard normal random
variable with mean 0 and variance 1. Notice that for X ~ N(0,1), its MGF ¢(t) = e*"/2. Hence, it can

be proven that the distribution function of % converges to the distribution function of a standard
Xi—p
[eg

Therefore, we obtain

normal ®. When X; have mean p and variance o2, the random variables have mean 0 and variance 1.

Done.

Proposition 1.9.7 The convergence has the following relations:

conv. in moments or LP converges . o
= conv. in prob. = conv. in distribution.
a.s. or w.p.1

Lemma 1.9.8 (Levy-Crammer) {F,} is a set of distributions. If F, — ¢(t) conv. pointwisely, then F, —

F converges weakly, where ¢ is the character function of F' and F, is the character function of F,.

Theorem 1.9.9 (Linderberg-Levy CLT) check hitps://zhuanlan.zhihu.com/p/69862244. character func-

tion and Lindberg-Levy central limit theorem.

Example 1.9.10 If X is binomially distributed with parameters n and p, then X is the sum of n independent
Bernoulli random variables, each with parmeter p. Hence, the distribution of
X—-FEX] Y Xi—npu X —mnp
Var(X) Vo /np(1—p)
approaches the standard normal distribution as n approaches co. The normal approrimation will be quite
good for np(1 — p) > 10 or \/Var(X) > V10.

Example 1.9.11 (Normal approximation to the Binomial) Let X be the number of times that a fair
coin, flipped 40 times, lands heads. Find the prob. that X = 20.
Sol.

P{X =20} = P{195< X <205}
B {19.5—20 _X -2 20.5—20}
V10 V10 V10

20
= P<-0.16 < <0.16 y = ®(0.16) — ®(—0.16
{ V0 } (0.16) — 2(~0.16)
= 0.1272.

18



The exact result is

1 20 1 20
P{X =20} = C3%) (2> <2> = 0.1268.

Example 1.9.12 The lifetime of a battery is a random variable with mean 40 hours and standard deviation
20 hours. Assume a stockpile of 25 such batteries, approximate the probability that over 1100 hours of use

can be obtained.

Sol.

Xy 4+ Xos — 25 x 40 110025><40}
P{X,+ -+ Xo5 > 1100} =P >
X 2 } { 20v/25 20v/25
= P{N(0,1)>1} =1— &(1) = 0.1587.

19



Chapter 2

Conditional Probability

2.1 The Discrete Case

It is natural to define the conditional prob. mass function of X given that Y =y, by

_ pl=,y)
pxy (zly) = ()

for all values of y such that P{Y =y} > 0. The conditional expectation of X given that Y = y is defined by
EBX|Y =y] = prxw (zly).
Example 2.1.1 Suppose that the joint prob. mass function of X andY is given by
p(1,1) =0.5,p(1,2) = 0.1,p(2,1) = 0.1,p(2,2) = 0.3.

Calculate the conditional prob. mass function of X given thatY = 1.

Sol. We first compute
me p(1,1) 4+ p(2,1) = 0.6.

Hence

Example 2.1.2 If X; and X5 are independent binomial random variables with respective parameters (ni,p)
and (ng,p), calculate the conditional prob. mass function of X7 given that X; + Xo = m
Sol. We first compute

P{X, =k Xy =m—k}
P{X, 4+ Xy =m}
Crlil k nlfkcngkpmfkqngferk
Cm-&-nz
Oy Ot
com

ni+nz

P{X1 = k|X1+X2:m}:

P qn1+n27m

where we used X1 + Xo is a binomial with parameters (ny + na,p).
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Example 2.1.3 Three possible outcomes with prob. p; satisfying p1+p2—+ps = 1. Suppose that n independent
replications are performed, and let X; be the number of times outcome i occurs. Determine the conditional
expectation of X1 given that Xo = m.

Sol. For k <n—m,

P{X: =k X5 = m}
P{X; =m}

P{X) =k Xo=m,X3=n—m—k}
P{Xy=m, X1+ X3 =n—m}

P{Xl = k|X2:m}:

n! k,m, n—m—k
k!m!(n—m—k)!plp? b3

m'(:lm)'p?(l - p2)nim

- k!<’(ln_mmz!k)! (1 f1172)16 <1 33p2>nmk’

which is a Binomial with parameters n —m and £ ;2. Thus, the conditional expectation is

EXi|Xa=m]=(n— m)l plp
— D2

2.2 The Continuous Case

If X and Y have a joint density function f(z,y), then the conditional prob. density function of X given
that Y =y, is defined by
f(z,y)
fy(y)’

for all values of y such that fy(y) > 0. The conditional expectation of X given that Y = y is defined by

Ixy(zly) =

<MXW=w%=/wm&w@www

—0o0
Example 2.2.1 Suppose that the joint density of X andY is given by
dy(z —y)e~ @Y 0 <z <o00,0<y<u,
flz,y) = :
0, otherwise.

Compute E[X|Y = y].
Sol. The conditional density of X, given that Y =y, is given by

f(@y) dy(x —y)e” ")
fX\Y(£E|y) fy(y) fy 4y(:£ — y)e—(z+y)dx >y
R
fyoo(x —yerde [T wem Wt dw’
- e

where we used that w ~ E(1) and fooo we~Ydw is the expected value of an exponential random variable with
mean 1. Thus, using EW =1, Var(W) =1,

EX|lY = y]:/ x(m—y)e_(x_y)dx:/ (w+ y)we™“dw

= E[W?+yEW]=Var(W)+ (EW)*>+y=2+uy.
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Example 2.2.2 The joint density of X and Y is

) lye™™, 0<x<o00,0<y<2,
T,y) =
0, otherwise.
What is E[eX/?2|Y = 1]?
Sol. The conditional density of X, given that Y = 1, is given by

flz,1) 3¢ " .
= = e .
(1) T [ levds

Ixpy(z[l) =

Hence o oo
By =1] = / "2 fxpy (z[1)dz = / e 2 dx = 2.
0 0

2.3 Computing Expectatoins by Conditioning
Double expectation formula is very important:
E[X] = E[E[X]Y],
The conditional expectation’s expectation is unconditional expectation. If Y is discrete, then

=Y BIX[Y =y]P(Y =y).

If Y is continuous with density fy (y), then

=/ EIX|Y =yl fy(y)dy
Proof for both discrete X and Y.

Y EIX]Y = ylP(Y =y)=) aP[X|Y =y|P(Y =y)

z,y

= ZxP =z|Y =y|P ZxP =]
= Z P[X = E[X].
Proof for both continuous X and Y.

[y = = [ e [ et i@

= /O;dx/o;xf(x,y)dy—/(:fo(x)df_E[X]'

Example 2.3.1 Sam will choose either prob. book or history book with equal probability. If the number of
misprints in prob. book is Poisson distributed with mean 2 and if the number of misprints in history book is
Poisson distributed with mean 5. What is the expected number of misprints that Sam will com across?

Sol. Let X be the number of misprints and

v — 1, history book
B 2, prob. book
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then

EX

E[X|Y =1]P{Y =1} + E[X|Y = 2]P{Y = 2}

(1) (2) e

Example 2.3.2 (The Ezxpectation of the Sum of a Random Number of Random Variables) Sup-

pose that an industrial plant has the expected number of four accidents. Also suppose that the number of

workers injured in each accident are independent random variables with a common mean 2. What is the
expected number of injuries during a week?
Sol. Let N be the number of accidents and X; be the number injured in the ith accident. Then the total

number of injuries is Y ;X

N N
E|Y Xi|=E|E ZXZ-|NH.
i=1 i=1
The enclosed quantity can be computed by
N n N
E|d XiN=n|=E|) X, =nEX;=E ZXi|N] = NE[X,].
i=1 i=1 i=1
Thus
N

E ZXZ-

i=1

= E[NE[X;]] = E[N]E[X;] =4x2=8.

Definition 2.3.3 The random number N is independent of i.i.d. random variables X;, then Zf;l X; 1s said

to be a compound random wvariable.

Example 2.3.4 (The Mean of a Geometric Distribution) A coin, having prob. p of coming up heads, is to
be successively flipped until the first head appears. What is the expected number of flips required?
Sol. Let N be the number of flips required, and let

1, if the first flip in a head,
0, if the first flip in a tasl.

Now,

=
=
Il

E[N|Y =1]P{Y =1} + E[N|Y = 0]P{Y = 0}
pEIN|Y = 1]+ (1 — p)E[N|Y = 0].

Notice that
E[N|Y =1]=1,E[N|Y =0] = E[N] + 1.

Then
E[N]=p+ (1-p)(E[N]+1)= E[N]=1/p,

which is the same with the mean of a geometric distribution.

Example 2.3.5 A miner is trapped in a mine containing three doors and only one door is out. The 1st door
takes him to safety after 2 hours of travel. The 2nd door returns him to the mine after 3 hours of travel.

The 3rd door returns him to the mine after 5 hours. Assume that the miner is at all times equally likely to
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choose one of the doors, what is the expected length of time until the miner reaches safety?

Sol. Let X denote the time until the miner reaches safety, and let Y denote the door he intially chooses.

EX

E[X|Y =1]P{Y =1} + E[X|Y = 2]P{Y =2} + E[X|Y = 3]P{Y =3}

— LBy = 1)+ BIX|Y =2 + EIX]Y = 3)).

Since EIX|Y =1]=2,E[X|Y =2] =3+ EX,E[X|Y =3] =5+ EX, hence
EX = %(10 +2EX) = E[X] = 10.

Example 2.3.6 Indepedent trials, each success with prob. p, are performed until there k consecutive suc-
cesses. What is the mean number of necessary trials?
Sol. Let N, denote the number necessary trials to obtain k consecutive successes, and let My = ENj. Then

compute by conditioning on Ni_1,
My, = E[Ny] = E[E[Ng|Ng-1]].
Notice that
E[Ng|Ny-1] = Ng—1 +{p-1+ (1 = p)(1 + E[Ni])}.

Taking expectations at both sides,

1 My
M= My—y + 14 (1 =p)My = My = - + ;1.

Since Ny is geometric with parameter 1, then My = %, and recursively

In general,

Another way to use conditioning is to obtain the variance of a random variable by applying the conditional

variance formula. The conditional variance is defined by

Var(X|Y = y)=E[(X - E[X|Y =y)*Y =y
= E[X?|Y =y — (B[X]Y =y])*.

Proposition 2.3.7 (The Conditional Variance Formula)

Var(X) = E[Var(X|Y)]+ Var(E[X|Y)).

Pf.
ElVar(X|Y)] = B{EX?]Y] - (E[X|Y])’} = E{E[X*|Y]} - E{(E[X|Y])*}
— B[X?) - B{(EIX|Y])?}.
Var(E[X|Y]) = E{(E[X|Y])?} — (E{E[X|Y]})? = E{(E[X|Y])?} — (E[X))*.
Thus

E[Var(X|Y)]+ Var(E[X|Y]) = E[X?] — (E[X])* = Var(X).
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Example 2.3.8 (The Variance of a Compound Random Variable) Let X1, Xs,... be i.i.d. random
variables with mean p and variance 0. Assume they are independent of the nonnegative random integer N.
The random variable S = Zivzl X, is a compound random variable. Find its variance.

Sol. Let us use the conditional variance formula. Compute

N n
Var(S|IN =n) = Var(z X;|N=n)= Var(z X;) = no’.
i=1 i=1

n

N
E(S|N =n) = E(Z Xi|N=n)=E(_Xi)=np.

=1
Therefore,
Var(S|N) = No?, E(S|N)= Nup.

Using conditional variance formula,

Var(S)

E[Var(S|N)] 4+ Var[E(S|N)] = E[N]o? + Var(Npu)
= o?E[N] + p*Var(N).

Another way is to compute the variance directly.

Var(S) = ES?—(ES)?,

ES = E[E[S|N]] = nE[N],
ES* = E[E[S?|N]] = E[N*1* + No?] = i*E[N?] + ¢®E[N],
where
N N
E[S*IN] = E[Q_X)1=E[_X7+2) X.Xj]
i=1 i=1 1<j
= NEX?+ (N? - N)EX,EX; = N(ti® + 0?) + (N? — N)u?
= .N?4% + No2.
Therefore,
Var(S) = ES?—(ES)? = u?E[N? + ¢*E[N] — (LE[N])?

= 1*Var(N) + oc?E[N].

Example 2.3.9 If N is a Poisson random variable, then S = Zfil X; is called a compound Poisson
random variable. Since
E[N]=Var(N) =\,

then
Var(S) = p*Var(N) 4+ 0?E[N] = p* X + 0?X = AE[X?].

We should point out that the following derivation is wrong:

N
Var(S) = Var(} | X;) = E[N|Var(X;) = \War(X).
i=1
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2.4 Computing Probabilities by Conditioning

We may also use conditioning approach to compute probabilities. Let E denote an arbitrary event and

define the indicator random variable X by

) 1, if E occurs,
B 0, if F does not occur.

It follows from the definition of X that

E[X] = 1-P(E)+0-P(E°) =P(E),
E[X]Y y=1-P(E]Y =y)+0- P(E]Y =y) = P(E]Y =y),

for any random variable Y. Then from double expectation formula,

S P(E|Y =y)P(Y =y), ifY is discrete,
P(EY= v
7 P(E|Y =y)fy(y)dy, ifY is continuous.

Example 2.4.1 Suppose X and Y are independent continuous random variables having densities fx and
fy. Compute P{X <Y}.
Sol. Conditioning on the value of Y yields

Px < )= T P(X < YIY = ) fy (n)dy

— 00

= [T P <onta= [ Exwm o

— 00

- /_0; W /_: fx (@) fy (y)da.

Example 2.4.2 An insurance company supposes that (1) each policyholder has number of accidents with

Poisson distributed, with the random mean. (2) The mean of Poisson has a gamma distribution with density
gN) =Xe ™, A>0.

What is the prob. that a randomly chosen policyholder has exactly n accidents next year?
Sol. Let X denote the number of accidents that a randomly chosen policyholder has next year. Let Y be the

Poisson mean number of accidents for this policyholder. Then, conditioning on Y yields
PX = n} :/ PLX = n|V = A}g(A)dA
0

o \n © 1
/ e M e M :/ AL eT2A g,
0 0

n! n!

By induction,

P{X

0}:/ —'Ale_Q’\d)\:—f/ Ade™2*
o O 2 Jo

1 o 1 [
= —= (Ae”g’ —/ e”dA> = f/ e 2N\
2 0 2 0

1 1

4 4

e =
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P{X = 1}:/ /\Qe’”d/\:—%/ MNde™ 2

0 0

1 > > 12
= —— (N - 2/ e PN ) = / Ae™PAdA =~ ==,
2 0 0 4 8

1 [ 1 [
P{X = 2}=— / Me 22\ = —— / ANde 2
2 0 4 0
1 o0 oo
= — [ Me P 73/ Me 22\ ) = §/ Ne gy = 2
P{X = 3}= 1/0o Me2gy = — L [T yage
6 Jo 12 /o
1 o 1 [ 13 1 4
= —— (XMePMF -4 [ Ne A :f/ MeTMdd= o= = - = —.
12<e o . € 3/, *° 38 8 32
By induction, we can show that P{X =n} = 2"%12 That is,
1 * n+1l_—2X\ 1 > n+1 —2X
P{X = n}=—+ AV e TN N = —— A" de
n! Jo 2n! Jo

1 > 1> 1
= —— (AP FE - (n+ 1)/ My ) = L / Aem P dA
2n! 0 n Jo (n—=1)

n+1l n n+1

2n 2l gnd2’

Another way is to notice that
2e 22 (2)\)HL

(n+1)!
is the density function of a gamma (n + 2,2) random variable, its integral is 1. Therefore,

[o'e) 9 —2\ 22 n+1 2n+2 [e’¢)
1= / 20 T = / — AL PAGA

h(\) =

Thus
1

—AeT ), = ntl

2n+2 :

P{X:n}z/

0
Example 2.4.3 Suppose that the number of people who visit a yoga studio each day is a Poisson random
variable with mean A. Suppose further that each persion is independently femail with prob. p or mail with
prob. 1 — p. Find the joint prob. that exactly n women and m men visit the academy today.

Sol. Let Ny denote the number of women and Ny the number of men, so that N = Ny + Ny is the total

number of people. Conditioning on N gives

P{N; = n,Ny=m}=> P{N; =n,Ny=m|N =i}P{N =i}
i=0
= P{Ny=n,No=m|N=n+m}P{N =n+m}
)\n+m
= P{Ni=n,Ny=m|N=n+ m}e*)‘m, Poisson
/\n+m
= Cp.p"(1— p)me Binomial

(n+m)l’

7)\pM67>\(17p) ()‘(1 — p))m )

= e
n! m!
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Since

)

o0 A n
P{N; = n}=)Y P{Ny=nNy=m}= e*AP(nL')
m=0 ’

0 v (A1 = p))™
P{N, = m}zgp{m:nwz:m}:e M )%

so that P{Ny = n, Ny = m} = P{N; = n}P{Ny = m} and we can conclude that N1 and Ny are independent

Poisson random variables with means A\p and A(1 — p). Poisson diversion and confluence.

Example 2.4.4 (The Ballot Problem) (% Z &) In an election, candidate A receives m votes, and
candidate B receives m votes where n > m. Assuming that all orderings are equally likely, show that the prob.
that A is always ahead in the count of votes is (n —m)/(n + m).

Sol. Let P, ,, denote the desired prob. By conditioning on which candidate receives the last vote, we have

P,.. = P{A always ahead|A receives last vote} n

n—+m

+P{A always ahead|B receives last vote} o
n+m

Notice that

P{A always ahead| A receives last vote} = Pp_1m,

P{A always ahead|B receives last vote} = Py 1.

Then one obtains the recursive formula,

n m
Pn,m:Pnfl,mn_F +Pn,m71n+m7 asn—12>m.
Notice that
Pl,O = 17P2,0:1a"'7PYL,0:1?
P171 = 0,P272:0,...,Pn7n:0.
We now can prove the result by induction
n—1—-m n n—-—m+1 m

n—1l+4mn+m n+m-—-1n+m

n®>—n—mn+mn—m?>+m _(n—m)(n+m—1)

(n—14+m)(n+m)  (n—14+m)(n+m)
T ontm

2.5 Computing Conditional Expectation and Conditional Proba-
bility by Conditioning

The analog of
E[X] = ZO%E[XD/ =y|P(Y =y), ifY is discrete,
Jo EIX|Y =9fy(y)dy, ifY is continuous.
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BIX|Y = ] = Yo EIX|Y =y, W =w|P(W =w|Y =y), if W is discrete,
[ EX|Y =y, W = w] fw)y (w]y)dw, if W is continuous.
That is, in another form,

BX[Y] = E[B[X[Y, W])Y].

Here is a proof for the above formula. For discrete W,

S EX)Y = yW=uP(W=uwlY =y)= ZZ:EP =2y =y, W =w]P(W = w|Y =y)

2P X =2,V =y, W —w]P( =w,Y =y)
22 T Py—ywew Py

_ ZxP[);(—IY—y pr =z|Y =y = E[X|Y =y)].

x

For continuous W

/ EIX)Y = 5. W = wlfuy (wly)dw = / / = Fxtyaw (2l w) fovy (w]y)duwdz

x

_ / fo,Y,W(x,y,w) fyw(y,w
wle  frw(y,w) fy(y)

/ /fo,W|Y(vaw\y)dU7dx = /fo\Y($|y)d35 = B[X|Y =y].

) dwdx

Example 2.5.1 (1) An insurance company classifies each policyholder as being one of k types. (2) Type i
has the number of accidents with Poisson distribution with mean \;. (3) A newly policyholder is type i with
prob. p;, Zle p; = 1. (4) Given that a policyholder had n accidents in her first year, the question is [1] what
is the expected number that she has in her second year? [2] What is the conditional prob. that she has m
accidents in her second year?

Sol. Let N; denote the number of accidents the policyholder has in ith (i = 1,2) year. Conditioning on her
risk type T gives

k

E[NoINy = n] =Y E[No|T = j, Ny = n]P{T = j|Ny = n}
j=1
k k
= Y E[N|T =jIP{T = jIN; =n} = > NP{T = j|N, = n},
j=1 j=1
where the last follows the Poission mean \;. Using Bayes’ formula
. P{T' =4j,Ni=n P{N, =n|T =j}P{T =5
{N1 =n} S5 P{Ny =n|T = j}P{T = j}

e N A% /nlp;
Z?Zl e=Ni /\;‘/n!pj7

one arrives at

k k =X \n
e M\ /nlp;
E[Ny|Ny = n]=> NP{T=jINy=n}=) NG
j=1 T Xjoe A} /nlp;
Zle e /\?Jrlpj

k “Xi\n :
Zj:le JAjpj
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The conditional prob. can also be obtained by conditioning on her type:

k
P{N; = m|Ny=n}=Y P[Ny=m|T =j Ny =n]P{T = j|N, =n}
j=1
_ zk: e~ N )\m e )\n/n[pJ _ Z?:l e~ 2N /\;n—i-npj
2 S e nlp, | ml Y, e A,

The second approach is to calculate the prob. P{Ny = m|Ny = n} first,
P{N2 = m,N1 = ’I’L}

N = mili =n) P{N, = n}
k . E e NAT e Jxl
_ > j—1 P{N2 =m, Ny = n|T = j}p; _ 21 Dj
B k . B e ian
Zj:l P{N1 =n|T = j}p; Z§:1 %pj

k —2); ym+
1LY ey,
] E .
m! E:jzle )\])\;ij

Then conditional expectation can be calculated by

E{Ns|N; = n}= S PNy = m|Ny =) =S m S e NN
- Zj 1)‘31 7>\J}‘n _ Z?:l ei/\j)‘;‘wlpj
N 25:16 )\])‘jpj - Z?:lef)\j)‘?pj '
where made use of > o, meiz;\;n =Aj.
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Chapter 3

Markov Chain

3.1 Introduction

e Stochastic Process {X (t),t € T} is a collection of random variables. For each t € T, X (¢) is a random
variable.
e t is the time, either discrete or continuous.
e X (t) is the state at time ¢. For example, (1) number of custumers in a supermarket (2) number of accidents
on a highway.
e T is the index set of the process.

(1) T is finite or countable — discrete-time process.

(2) T is an interval of a real line — continuous-time process.
e {X,,n=0,1,2,---} is a discrete-time SP (Stochastic Process). {X (t),t > 0} is a continuous-time SP.
e State space of a SP is the set of all possible values that X (¢) can take, either subset of R™ or discrete
spaces like Z™.

continuous
temperature every day

the time spent for study
discrete
number of custumers in a supermarket

machine/engine works or not, 0 or 1.
e State space. I ={0,1,2,...} finite or countable

X, =1, in state 7 at time n.

o {X,,}2°, is a time-dependent process. X, 1 may depend on X,, and even earlier.

Example 3.1.1 The followings are Stochastic Processes. (1) Brownian Motion, pollen — ({£42) , Jean
Perrin. (2) Poisson Process which is a counting process. (3) The meters one walked every day. (4) number

of students in the classroom.
Definition 3.1.2 The following stochastic process is known as a homogeneous Markov Chain:
P(XnJrl - J|Xn - 7;,an1 = Z‘nfla ce 7X0 = ZO) - P(XnJrl - ]|Xn = Z)

= P(Xlzj‘X0:7’> = Dij, 7’7]617
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where the time-independent p;; is the one-step transition probability (— ¥ 3% HBE) | and P =
(pij)ijer is the one-step transition prob. matriz (#HHMELEE) . Obviously, one has p;; > 0 and

by mutually exclusive property,

o0 oo (oo}
> pii =Y P(Xi=jXo=1i) = P(|J{X1 = j}IXo =) = 1.
Jj=0 Jj=0 J=0
The row sum of a stochastic matriz  (FENLAE[E)  is 1:
Poo  Po1  Po2
Pio P11 P12
P =
D20 P21 P22

Definition 3.1.3 The nonhomogeneous Markov Chain (FitFF)  still has the Markovian property.
In non homogeneous chains, transition probabilities can vary across time. That is to say, the Markov property

18 retained but the transition probabilities may depend on time.
P(Xpi1 = j|Xn =) # P(X1 = j|Xo = 1),
or p;j(n) depends on time n or p;;(t) depends on time t.
Example 3.1.4 X,, depends on X,,_1,Xn_2,...,Xn_p. Markov Process, AR(1) model,
X, =a1 X,,—1 +e.
AR(p) model (p > 2). time series. non-Markov process.
Xn=m1 Xp 1+ -+apXy_p+e.

Example 3.1.5 (Forecasting the weather) Suppose that if it rains today, then it will rain tomorrow with

prob. «; and if it does not rain today, then it will rain tomorrow with prob. B. Find the transition prob.

matriz.
Sol. Let
state 1, rain,
state 2, not rain.
Then

P:[a 1—04].
g 1-p

Example 3.1.6 (Transform a non-Markov process to a Markov Chain) Suppose that whether it rains today
depends on the last two days. Suppose that it has rained for the past two days, then it will rain tomorrow
with prob. 0.7; if it rained today but not yesterday, then it will rain tomorrow with prob. 0.5; if it rained
yesterday but not today, then it will rain tomorrow with prob. 0.4; if it has not rained in the past two days,
then it will rain tomorrow with prob. 0.2. Give the transition prob. matriz.

Sol. The condition is

yesterday today tomorrow
v v vV =0.7,x=0.3
X v v =05 x=05.
v X vV =04,x=0.6
X X v =02,x=0.8
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Let
state 0, (rain,rain)

state 1,  (not,rain)
state 2,  (rain,not)

state 8,  (not,not)

The four-state Markov Chain has a transition prob. matriz,

07 0 03 O
05 0 05 O
0 04 0 06
0 02 0 08

P =

Example 3.1.7 (A random walk model) (FEALHEAAEE) A Markov chain whose state space is given
by the integers i = 0,4+1,£2,... is said to be a random walk if, for some 0 < p < 1,

Diji+1 =P, Pii—-1 = 17p; Z:O7i17i27
Note that this is an infinite-state chain.

Example 3.1.8 (A Gambling model) Consider a gambler who, at each play, either wins 1 dollar with
prob p or loses 1 dollar with prob. 1 — p. Suppose that the gambler quits playing either when he goes broke
or he attains a fortune of N dollars. Then the Markov chain has the transition prob.
Dii+1 = D, pi,iflzl_% i:1>27"'7N_17
poo = pNN =1
State 0 and N are called absorbing states CRUZ, HHLE)  since once entered they are never left. Note

that this is a finite-state chain with absorbing barriers.

Proposition 3.1.9 I is the state space of the homogeneous Markov Chain {X,}. A, A; C 1.

(1) When X,, =i is given, the future {X,, : m > n+ 1} is independent of the past {X; :j <n—1}.
(2) P(Xnqr = j|Xn = 1) = P(Xp = j|Xo = i).

(3) P(Xnik =j|lXn =14, Xn1 € Ay1,..., Xo € Ay) = P(Xy, = j|Xo =1).

(4) P(Xp+r € AlX,, =4, Xp—1 € Ap_1,...,Xo € Ag) = P(Xk € A| Xy =1).

3.2 Chapman-Kolmogorov Equations

(BIFKITT)
We now define the n-step transition prob. pz(;L) to be the prob. that a process in state ¢ will be in

state j after n additional transitions. That is
P = P{Xnyk = j|Xx =i}, n>0,i,j>0.
Obviously, pg;) = p;;. In particular,

1, i=j

O) — prx, = il X, =i} =
Pij {Xo =j|Xo =1} 0, iti

or say P(Y) = P, and P(9) =T (identity matrix).
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Theorem 3.2.1 (Chapman-Kolmogorov Equation) For any m,n > 0,

(ntm) (n)
Dij = me pkj .
kel
prt+m) _  pntm
Pf.
pE;H_m) = P{Xn-i-m = ]|Xo = Z}
kel
— (m)
- szk Dy
kel

Corollary 3.2.2 (1) p2"+m) > pf?)pl(;”),

n+k+m) n) (k) (m
(2) pi et >p§])p§l)pl(l ),

(3) pﬁ?k) > (pf-f)>

Pf.

(n+M) Zpiz)pl(:]n) > pz(;r)pl(;n)

kel

Example 3.2.3 Consider Example 3.1.5. If « = 0.7 and 8 = 0.4, then calculate the prob. that it will rain
i four days given that it is raining today.

Sol. The one-step transition prob. matriz is given by

o7 03
104 06 |

Hence,
2
p? 0.7 0.3 _ 0.61 0.39
0.4 0.6 052 0.48 |’
0.5749 0.4251
P4 — (P2)2:
0.5668 0.4332

so that the desired prob. pgé) = 0.5749. (notice that row sum is always 1.)
Example 3.2.4 Consider Example 3.1.6. Given that it rained on Monday and Tuesday, what is the prob.
that it will rain on Thursday?

Sol. The two-step transition matriz is given by

07 0 03 O 0.49 0.12 0.21 0.18
P _p2_ 05 0 05 O _ 0.35 0.20 0.15 0.30
0 04 0 06 0.20 0.12 0.20 0.48
0 02 0 08 0.10 0.16 0.10 0.64

The desired prob. is p( ) (21) =0.49+0.12 = 0.61. (Notice that row sum is always 1.)
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3.3 Unconditional Distribution of the State

So far, all prob. are conditional prob. If the unconditional distribution of the state at time n is desired,

it is necessary to specify the prob. distribution of the initial state.
Definition 3.3.1 X, has the prob. distribution
m = P(Xo=j), jel={12..}
The initial distribution of {X,} is denoted by
7O Z (20 O ).
Moreover, let the distribution at time n be

Trj(n) = P(Xn:])7 jEI,

ﬂ_(n) = (ﬂ-gn)7 Trgn)v U )
In fact, 7™ can be uniquely determined by the initial distribution ©(©) and the transition matriz P.

Theorem 3.3.2 Assume Markov chain {X,} has initial dist. 79 and trans. prob. matriz P. Then
For any 0 <ng<ng <--- < Ny,

P(Xno = iOa Xn1 = ila T 7Xnm = Z.m) = W(no)p<7ll1—no)p(n;—7t1) o 'p(nmi‘nmil)'

10 1011 1172 Tm—1tm

(2) For any ¥'n > 1,
D) = 2P where 7™ is a row vector,
(0), (n)

) =7OP" or say 773('”) =™ Pijs

() = g(R)pn—k, 0<k<n.
Proof. (1) Using the product formula,

P(B1B;y...B,) = P(By)P(B3|B1) - P(B,|B1B3...B,_1),

one has
P(Xno = iO7Xn1 = il, e ;Xnm = 7f'm)
= P(Xno = Z‘O)P(Xm = Z'1|Xno = z'0) to P(Xnm = Z‘m|Xnmf1 = Z.mfl)
(no) (n1—mo) (n2—mnq) (Mm—nm—1)

= Ty Pigi,  Piriy ey,
(2)

" = P(Xpp1 =) = Y P(Xui1 = j1Xa = i) P(X, =)

iel
= ng")pij,
iel

that is 7?1 = 7P, =
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Example 3.3.3 An urn always contains 2 balls possibly with red and blue colors. (1) At each stage a ball is
randomly chosen. (2) Then the chosen ball is replaced by the same color with prob. 0.8 and opposite color
with prob. 0.2. If initially both balls are red, find the prob. that the third ball selected is red.

Sol. Define X,, to be the number of red balls in the urn after the nth section. Then the transition matriz is

08 02 O
P=|01 08 0.1
0 02 08

Then
0.66 0.32 0.02

P?=| 0.16 068 0.16 |,
0.02 0.32 0.66

and the desired prob. is

P{3rd section is red| Xy = 2} = ZP{3rd section is red| Xq =1, Xo = 2} P{ Xy = i| Xy = 2}

= (0)pSg) + (0.5)p5y + (1)pS2) = (0.5)(0.32) + (1)(0.66)
= 0.16 + 0.66 = 0.82.

3.4 Classification of States

See more references in [1, 12].

mu A iy g MEBEREE MK R4

Definition 3.4.1 I is the state space of Markov chain {X,,}.

(a) If p;; = 1, then i is called an absorbing state.

(b) If In > 0, s.t. pg}) > 0, then i is said to be accessible to state j. (denoted by i — j)

(c) If i — j and j — i, then they are said to communicate (i <> j).

(d) Two states that communicate are said to be in the same class.

(e) The Markov chain is said to be irreducible if there is one class in the chain, that is, all states communicate

with each other.

Remark 3.4.2 Ifi not accessible to j, then

P(ever enter j|start ini) = P( U {X,, = j}HXo =1)

n=0

S PXn=jlXo=1i)=>_p}) =0.
n=0 n=0

IN

Proposition 3.4.3 The relation of communication satisfies the following three properties:
(i) State i communicates with state i, all i > 0.
(i1) If state i communicates with state j, then state j communicates with state i.

(#i) If i communicates with j, j communicates with k, then state i communicates with state k.
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Proof. (i)
P = P(Xy=i[Xo=1i)=1.

(iii) We prove that if ¢ — 5,7 — k, then ¢ — k. There exist n and m s.t. pz(-?) > O,pg.?:) > 0, then

Pt = ZPW p = plpl > 0.
]
Example 3.4.4 S = {1,2,3}, where 1 is good, 2 is normal, and 3 is wrong.

17/20 2/20 1/20
0 9/10 1/10
0 0 1

P

One can see that 3 is different from 1 and 2. Fach state is a class.

Example 3.4.5 How many classes?
(1) S =1{1,2,3}.
1/2 1/4 1/4
P=|1/4 0 3/4
0 2/3 1/3

(2) S = {1,2,3,4,5).

(06 01 0 03 '
02 05 0.1 02
P=1|02 02 04 01 0.1
0
L 0 .
(3) S =1{1,2,3,4,5}.
12 1/2 0 |
1/4 3/4 0
P=| 0 0 1
0 0 1/2 0 1/2
0 0 0 1 0 |

Sol. (1) irreducible chain. One class.
(2) {1,2,3} {4} {5}
(3) {12} {3,4,5}.

3.4.1 recurrent and transient states and classes

HREEFR
e For state 7, f;; denotes the prob. that, starting in state ¢, the process will ever re-enter state 1.

e Def. State i is recurrent if f;; = 1.
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State ¢ is transient if fi; < 1.

e Recurrent means that with prob. 1, the process will re-enter state i. By Markov chain, the process
will start over again. (B FF[E %)

e If 4 is recurrent, then the process will re-enter state ¢ again and again and again. Infinitely many
times !!!

e Transient: With prob. f;;, the process will re-enter state i, and with prob. 1 — f;;, it will never again
enter state i.

e The prob. that the process in state i for exactly n times equals i’;_l(l — fii), n>1.

e If i is transient, the number of time periods that the process will be in state i has a geometric

distribution with a finite mean #

Example 3.4.6 All states 1,2,3 are recurrent.

Example 3.4.7 States 1 and 3 are recurrent, and state 2 is transient.

Definition 3.4.8 The first passage time probability (EHAMEE) is defined as

£y = PXi=jlXe=1),

,

fi;l) = P(X,=jXp#4,1<k<n—-1Xy=1i),n>1.
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Definition 3.4.9 f;; = > ° fi(jn) represents the prob. that one starts from i and first-time arrives at j

n=1%
after fnite-time steps. In fact, let Ay = {X1 = jHL A, = {Xn = 5, Xk # 5,1 < k < n—1} be mutually

. o'e) .
exclusive events. |J,_; A, means that one ever enters j. Then

fij = Z f’L(Jn) = Z P(An|Xo =) U An|Xo =1) <1,

n=1x% n=1x% n=1

satisfies the property of probability.
Definition 3.4.10 State i is recurrent if fi; = 1, and state i is transient if f; < 1.

Remark 3.4.11 % f; = 18, FTENH LA UBMEIEZ, BHL, FEI, SRERILFRK. Sf <
16, RAENIHZUEMEL - f; FBEE 2, wRER, WHERNELLEREL - fi, FHFEZ, Aol
HEf. <1, FEAEEIAS XL, HNREASE i,

Example 3.4.12 S = {1,2,3}, where 1 is good, 2 is normal, and 3 is wrong.

17/20 2/20 1/20

P=| 0 9/10 1/10
0 0 1
One can show that
0 0 1
lim PW=10 0 1],
n—oo
0 0 1
by seeting that P = VDV ™!, where
1 0.89 0.58 08 0 O
V=1]0 045 058 |,D= 0 09 0
0 0 0.58 0 0 1
The absorbing state i satisfying f3z = féé) =1 is recurrent. State 1 with f11 = (1) +0+4+---= % and state
2 with foo = (1) +0+---= % are transient.
Theorem 3.4.13 ForVi,j € I,n>1,
ny fo) T (3.1)

Proof. Let A, = {X,, = j, X}y # j,1 < k <n—1} be mutually exclusive events. Since {X,, = j} C U, Ak
then

P = P(X, = jIXo = i) = > P(X, = jl Ak, Xo = i) P(Ag] Xo = i) ij 0.
k=1
]

Theorem 3.4.14 Markov chain {X,}, then

(1)
b;
P
(2) i is recurrent < Y7 Opz(l") = 00. i is transient < Y " D Ezn) f < 00.

(8) If i is recurrent and i — j, then i <> j, and j is also recurrent. Recurrence is a class property.
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Proof. (1) Take j =i in Eq. (3.1), one has

(k
pz;n) " Zfzz )pkp” " k7

where p € (0,1),1 <k <n,1 <n < oo. By summing over n, we obtain

Glo) ipgf) " 1+ZP(") " 1+iifff)p’“pff Wk
n=0

n=1k=1
- S () (32 o)
k=1n=k k=1 n—k=0

= 1+ F(p)G(p),

where F(p) => 72, f (k) p*. Then

Let p — 1, done.
(2) Direct corollary.
(3) i — JUHANBjHMERES, FARFENE LKLL)), BTiHE, fIUARAE—E4 B3, HikjA

H i < j. Since 4 communicates with j, there exist integers k and m such that p(k) >0 p(m) > 0. Notice

that for any integer n,
ntn+tk (k

Summing over all n,

Z (m+n+k) > p(m)p(k) Zp(n)
ji Yij

n=1

from which we can conclude that j is recurrent. m

Remark 3.4.15 Y ° pl(-?) is the expected number of times that one starts from i and re-enter i (or say the

expected number of time periods that the process is in state i). To see this, let

1, X,=1
I, =
0, X,#1i
ZZOZO I, represents the nubmer of times that the process in state i.

E LiXo=i=Y Ell|Xo=i=)Y PX,=iXo=i=Y p"
n=0 n=0 n=0 n=0

Remark 3.4.16
(1) recurrent < i can be visited infinitely many times.

(2) transient < i can be visited finite times.

Remark 3.4.17 For finite-state MC, not all states can be transient, so that at least one of the states must
be recurrent. Assume that all M states are transient, then say after Ty1, state 1 will never be visited. So for
each state i. Then, after T = max{Ty,...,Ta}, no state will be visited. However, the process must be in

some state after T. Contradiction!
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Remark 3.4.18 Transience is a class property. If state i is transient and communicates with state j, then

state j must also be transient. This is a corollary of the conclusion that recurrence is a class property.

Remark 3.4.19 The result that not all states in a finite MC can be transient leads to the conclusion that

all states of a finite irreducible Markov chain are recurrent.

Example 3.4.20 Let the Markov chain consisting of the states, 0,1,2,3 have the transition matriz

o O = O
_ = O O
S O O =
oS O O =

Determine which states are transient and which are recurrent.

Sol. All states communicate, and hence since this is a finite chain, all states must be recurrent.

Example 3.4.21 Consider the Markov chain with states 0,1,2,3,4 and

1 1
2 2
11
2 2
_ 11
P= 2 2 ’
1 1
2 2
11 1
| 1 1 2

then the chain has three classes {0,1}, {2,3}, and {4}. The first two classes are recurrent and the third

transient. For state 1, fi1 = > ;54 fl(? = i~ (%)Z = 1 since a particle once leaves state 1 and then can
1

stay at state 2 for any times. For state 5, fiq = ﬁ) =3.
Example 3.4.22 In the chain with {0,1,... ,n} with two-sided absorbing boundaries. {1,2,...,n — 1} is

in the transient class, and {0} and {n} are in the recurrent class. For transient class, one can see that if

particle starts from state 1 and then never comes back to 1 with prob. 1 — f11 > P{X; =0/Xy =1} =¢ > 0.

Example 3.4.23 For the chain with {0,1,...,n} with two-sided reflection boundaries. Since all state com-

municate, they are in the same class. Moreover, due to finite number of states, thus all states are recurrent.

Example 3.4.24 (A Random Walk) Consider a Markov chain with infinite length i = 0,£1,42,...and
has transition prob. by

Diit1 =p=1—p;;—1, for alli.

One colorful interpretation of thsi process is that it represents the wanderings of a drunken man as he
walks along a straight line. Since all states communicate, they are all either recurrent or transient. Let us
consider state 0 and determine if 220211083) 18 finite or infinite. It is obvious for odd steps that p(()%nfl) =0
for all n. For even steps,

2n mn ,n n
po” = Cop™(1—p)™.

Using the Stirling formula
n! ~n" 27 /or,
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we obtain
NN (4p(1 —p))"
00 T

Hence, Y07, pég) will converge if and only if

oo

4p(1 —p)™
Z(p( p))

does. Using Abel-Dirichlet determinant method, one can see that > -, p(()g) = oo if and only if p = 1/2

(recurrent). We call it a symmetric random walk. When p # 1/2, the chain is transient.

Example 3.4.25 For 2D symmetric random walk, the transition prob is given by

1

Pup = Pdown = Pleft = Pright = Z

The chain is irreducible. All states will be recurrent if state (0,0) is recurrent. Then

n

oy (271)! 1 2n
Poo = = z;i!i!(n—i)!(n—i)' (4>

1=

1\ (20)! n! n!
- (4) z% ninl il(n— i)l il(n —i)!

1=

1\ (2n)!
= (= (”)og.
4 nln! <"

Now A
CY ~ ,
2n /77_‘_”
so that )
(2n) L
Poo ™’

The series is divergent, and thus all states are recurrent.

Example 3.4.26 For dimension greater than or equal to 8 symmetric random walk, all states are transient.
Take K, = {j,k|j,k > 0, + k < n}, then

oy (2n)! AN
Poo = = Z (k! (n —j — k)1)? (6)

Jk€EKn ’

1 nln!
= =05 > — :
62" G kEK (k! (n —j — k)!>2

IN

1 . n! n!
R e 2 e b

n\| (n
3 k€K,
1

_ cn n!
A OHGNEN

)

! nn+1/2e—n 3n+3/2
e <[(n/3)”/3“/26"/3]3) -0 ( n ) ’

(2n) (1 A 3rese

14+1+1)"

w3

Using Stirling,

then

62" /n n

3“) =0(n™%?),

42



eventually gives a convergent series. The symmetric random walk is transient. In general, for d > 3,
Yon n~%2 is convergent, which gives transient results. However, intuitively, it is hard to think about why the

behavior is quite different between d < 2 and d > 3. This result is known as Polya theorem.

3.4.2 Periodicity

Definition 3.4.27 For Markov chain {X,}, define the periodicity:

(a) If 220:1 pgl) = 0, then the particle can never re-enter i once leaving i and i is said to have oo period.
(b) State i is said to have period d if PE?) = 0 whenever n is not divisible by d (d 1 n), and d is the largest
integer with this property. For instance, starting in i, it may be possible for the process to enter state i only
at times 2,4,6,8,. .., in which case state i has period 2.

(c) A state with period 1 is said to be aperiodic.

3 &

Remark 3.4.28 Let d be the period of state i. If pz(?) > 0, then d|n and d must be the largest integer with

this property. Moreover, when state i has period d < oo, then p(@d)

i > 0 is satisfied only for some n, instead

for all n.

Remark 3.4.29 Let d < co be the period of the state i. Then d is the maximum common divisor of the set
D= {n\pgzn) >0,n>1}.

NS4

Example 3.4.30 On a line, if a particle moves forward I1-step with prob. 1/3, backward I1-step with prob.

1/3, moves forward 2-step with prob. 1/3. Then all states are aperiodic. The reason is

2
pz('i) > Piit1Ditr1,i > 0,

P,('f) > Pii—2DPi—2,i—1Pi—1,i > 0,
so that 2 =nd,3 =md = d = 1.

Example 3.4.31 On a line, if a particle moves either forward 1-step with prob. p or backward 5-step with
prob. 1 —p. Then the period is 6 for each state. prl(-?) > 0, then assume move forward k times and backward
m times resulting in k = 5m so that n = k+ m = 6m. Since pl(»?) > p°q >0, s0o 6 = md and thus d < 6. The

period of state i is d = 6.

Theorem 3.4.32 Periodicity is a class property. That is, if state i has period d, and state i and j commu-

nicate, then state j also has period d.

Proof. There exist r and s such that p§-:) > 0 and pl(-j-) > 0. Let d and ¢ be the periods of states ¢ and j,

respect. Then In = mt, s.t. pg»?) > (0. Then
pgf+n+7‘) > pE;)pgy)p;z) > 0.
Thus

dls+n+r.
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Also
Pz py > 0= dls .

Therefore,

dn = d|mt.

e If m =1, then d|t.

o If there exist (m1, mg) = 1 among all m; and mq, then d|mt dlmsot = d|t.

e If (my,mg) > 1 for all my and my, then state j has period (mq,msg)t, contradiction.
Similarly, t|d. Thus, t=d. =

3.4.3 positive and null recurrent states and classes
EwBEF T H R

Definition 3.4.33 State i is said to be positive recurrent, if, starting in i, expected time until the process

returns to state i is finite.
Definition 3.4.34 T; = n represents that one arrives at state i at nth step for the first time, that is,

min{n|X, =i,n > 1}, if U {X, =i} occurs,
Ti = n=1

0, else.
Then,
F = P(Ty = n|Xo = i) = P(X,, =i, X #6,1 < k <n—1|X = ).
- 3 [E] % B 8]

Definition 3.4.35 Let f;; =1 and Xo = i. Denote p; the expected time until the process return to state i or

say the first return time. Then the mean recurrence time or mean first-passage time is

pi =BT Xo =i] = Y _nP(T; =n|Xo=1) = >_nf".
n=1 n=1

State i is said to be positive recurrent if p; < oo; State ¢ is said to be null recurrent if p; = oc.

Lemma 3.4.36 Let state i have period d and mean recurrence time p; = E(T;|Xo = ). Then

n d
lim pgi 9= =,

Proof is hard.

Theorem 3.4.37 Let state i be recurrent.
(1) i is null recurrent < lim, oo pl(;l) =0.

(2) i is positive recurrent and aperiodic (ergodic) < lim, oo pl(-?) = ui > 0.

Proof. (1) "=" Since i is recurrent, then there exists some n < oo such that pgl) > 0. Thus, we have
d<mn <oo.

¢ is null recurrent = by lemma lim,, pz(-?d) = % = 0. That is,
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e when djm = nd = lim;,— o p( m =0

e when dtm = p(m) = 0 based on the definition of the period. Thus one always has lim,,_, p(n) =0.

(nd) _

"«<=" Assume that ¢ is positive recurrent, then lim,,_, p;; > 0. Contradiction!

(2) "=" ergodic so that d = 1. By lemma, done.

"<=" Since lim,, oo p(") > 0, 7 is positive recurrent. Compare condition with lemma, then we see that

d=1 m

Theorem 3.4.38 Let state ¢ be recurrent.
(1) If i is null recurrent, and i — j, then j is null recurrent. That is, the null recurrence is a class property.
(2) If i is positive recurrent, and i — j, then j is positive recurrent. That is, the positive recurrence is a class

property.

Proof. (1) First, since ¢ recurrent and ¢ — j so that ¢ +> j. There exist integers m and n such that pz(-;l) >0

and p§;n) > 0. Using the fact that p§?+k+m) > p§j)p§’;)p§7) and lim,,_, oo p(l) =0, we have that

1
k) < _pnFthEm) 0 as k — oco.

(2) Disproof. Assume j is null recurrent, then ¢ is also null recurrent. However, ¢ is positive recurrent.

Contradiction! =

3.4.4 ergodicity
Definition 3.4.39 Positive recurrent, aperiodic states are called ergodic.

Example 3.4.40 Consider the Markov chain. See Fig. 3.1. Then, states 3 and 4 are transient. States 1

£3 =0k

‘ 3 2 Enfﬁ“ﬂﬂ3=k mmwm‘ s TS RE N }t‘L‘: i
. . ¢ ‘sudr .]‘?[hé }‘MJL?I f«‘n<1 i "“i'h
a 2 | \
A lrf”u—th?%,({u—,s‘:{’ls f[s,,t, ¥
LA :."BUI f f!"xj.
SRR e f ol p )

SR ¥ 90T T BT

Figure 3.1: Example for classification of transient and ergodic classes.

and 2 are positive recurrent, in addition, they are aperiodic, and thus they are ergodic.

Here is the summary of this subsection (see Fig. 3.2).

3.4.5 Classification

Definition 3.4.41 I is state space of Markov chain {X,} and B C I. If any state b € B is not accessible to
B¢ =1— B, then B is said to be a closed set.
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Figure 3.2: Summary of classification.
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Theorem 3.4.42 For Markov chain,

(1) There is no intersection between two different classes.

(2) Each state belongs to one of the following class, transient, null recurrent, or positive recurrent. Moreover,
all states in one class have the same properties.

(3) Recurrent class is a closed set: all particles in the recurrent class cannot leave it.

(4) Null recurrent class has infinitely many states.

(5) If transient class is closed, then it contains infinitely many states. (see. e.g., non-symmetric random
walk with drift.)

Lemma 3.4.43 If j is transient or null recurrent, then for any i € I,

lim p{™ = 0. (3.2)

n—oo’ W
Proof. Proof for the Lemma. If j is null recurrent, then lim,, pﬁ?) = 0. If j is transient, then ) > pg?) <

oo gives also lim, oo p%—o

() _ N p(B), (k) L N pR) (k) NS (k) L N~ (k)
py =Y LR D0 ey <o+ Y Ay
k=1 k=1

k=m+1 k=m++1

=0. For any i € I,

Let n — oo, then the first term on RHS ) ;" p(.nfk)

i — 0. Thus,

lim pl(;.L) < Z fi(f) <1, (bounded)

n—o0o
k=m+1

Let m — oo, then
™ —o.

lim p;;/ =

n—oo ¥
]
Proof. We only prove for (4) and (5) in Theorem 3.4.42. Let C be a class of either null recurrent or closed
transient states. Based on (3), null recurrent is closed. Thus, C' is always closed, that is, if ¢, 7 € C, then i, j

can never leave the closed C. Notice that for any i € C,

STp =3 p" =1, for any n.

jeC jerI

We now use the result lim,, pl(.?) = 0 for transient or null recurrent j from above Lemma. If C' contains

L=l 3= tm g =3 0=0

jecC jeC jec

only finite states, then

Contradiction! We conclude that C' contains infinitely many states. m

Theorem 3.4.44 State space I can be decomposed as

m
I:UCj—l—T, m < 0o

Jj=1

where C; is recurrent class and T is transient class.
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Remark 3.4.45 For a transient class T,

(1) A particles can be in T forever, or can move from T to some C; and then stay in C; forever.

(2) If T has finite states, then the particle will always leave T', enter some closed C; and stay in C; forever.
On the other hand, for a recurrent class Cj,

(1) C; has finite states = all states are positive recurrent.

(2) C; is null recurrent = C; contains infinitely many states.

Remark 3.4.46 For Markov chain,

(1) For finite-state Markov chain, either positive recurrent or transient, impossible to be null recurrent. (e.g.,
random walk model with absorbing boundaries)

(2) In a finite-state Markov chain, all recurrent states are positive recurrent.

(8) For irreducible finite-state Markov chain, all states are positive recurrent. (e.g., random walk model with
reflection)

(4) For infinite-length irreducible Markov chain, all states can be

transient, random walk p # %,

null recurrent, random walk p = %,

positive recurrent, e.g., see following example.

(n) _ o _
=1-fy =

(5) Each absorbing state is positive recurrent since pi; = - nf;;

1 < co. Infinite-length can

have positive recurrent states. (e.g., each state is an absorbing state)

Example 3.4.47 Consider the Markov chain with infinitely many states (see Fig. 3.3). Then, all states are

Figure 3.3: All states are ergodic (positive recurrent and aperiodic) for a Markov chain with infinitely many

states.

ergodic.
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3.5 Stationary Distributions, Limiting Probabilities, Limiting Dis-
tributions

For the two-state Markov chain with the transition matrix
0.7 0.3

P= .
04 0.6

(i) _ l 0.5749  0.4251 1 P _ l 0.572  0.428 ]

It turns out to be

0.5668 0.4332 0.570 0.430
(n)

ij
there seems to exist a limiting prob. that the process will be in state j after a large number of transitions,

They are almost identical. In fact it seems that p:.” converges to some value as n — oo. In other words,

and this value is independent of the initial state.
The question is:

(a) If stationary distribution exists and if it is unique? What is the value of the stationary distribution?

)

(b) If limiting probability lim,, pZ(;L exists? If exists, what is its value?

(n)

i

(n)

(c) For each 4, if lim,, oo ;7 exists? If lim,, 7™ exists, where 7(") = (ﬂgn), 7y y...)7 What is its value?

3.5.1 Stationary Distributions

Definition 3.5.1 If a probability distribution m = (mwy,m2,...) satisfies
Z m; =1,7m=7P,
jel

or equivalently

Zﬂj = 1,7Tj :Z’/Tkpkj ZO,jéI,
jerl kel

then m; is called stationary probability and 7 is called the stationary prob. distribution. Obuviously,
W:WP:"':T{'Pn_
See reference in [2].

Theorem 3.5.2 Let C" contain all positive recurrent states of the Markov chain {X,} and i € CT.
Part (1) If C* has only one ergodic class, then the stationary prob. ; satisfies

T :nlirrgopggl) = Mlg" jel,
1s the unique stationary distribution.
Proof. Define
) oo, 7 is null recurrent or transient,
Hi = { some positive finite number, j is positive recurrent.

49



ergodic = d = 1. Based on the result in some example (think about why for i and j, the following holds
true?),

lim p;;

n— oo

) 07 j¢c+7
4 =1L jeCt.

I

A particle starting from i € CT can never leave CT, thus

STl =3 P =1 (3.3)

JjeI jec+

Define
(n)

m; = lim Dij s

we would like to show that 7; is a stationary probability, that is, 7; satisfies the equations in Definition 3.5.1.

Existence of stationary distribution. Let n — oo in Eq. (3.3), one has

Zﬂ'j: Zﬂ'j:l.

jer ject
(think about why can be interchanged?) Using Chapman-Kolmogorov equation,

— () _ s
m; = lim p;; —nh_>r1;o pzk Z TkPkj = Zﬂ—kpkjv

n—oo
keC+ keC+ kel

where made use of Dominated Convergence Theorem. Thus, 7; is the stationary distribution.
Uniqueness. Suppose that {v;} is another stationary distribution. If j ¢ C*, using the property of

stationary distribution v=vP"™ and assume that n — oo and ), .; can be interchanged, we obtain:

=k (n) _ 0= (n) .
vj = nh_)rréo;vkpk] kZEI lim 0 Uk = =0=v;=0= nh—)rréop =7},

where made use of the fact that for any j ¢ CT, one has lim,, pl(-?)

IfjecCt,

=0 for any i € I (see equation (3.2)).

szzvkp’(;;) Z v p](;;) (Z Uk> 7Tj :’/’I’j7 asn%oo,

kel keCt keC+
where the second equality holds true since vy = 0 if k ¢ CT, and the last equality holds true since there is

only one C*. Therefore, v; = 7;. =m

Theorem 3.5.3 Part (2) If CT is a class with period d, then

1
™= lim pg "d) — lim - Zplndﬂ) lim — Zpﬁf),j cl,

n—oo n—roo n—oo n
is the unique stationary distribution. Moreover, m; = Mi

Theorem 3.5.4 Part (3) {X,,} has a unique stationary distribution. < C* is an equivalent class. < there

exists a unique class of positive recurrent states.
Theorem 3.5.5 Part (4) Stationary distribution exists for {X,} & CT # @.

Theorem 3.5.6 Part (5) Corollary of (4): A Markov chain with finite states has at least one stationary

distribution.
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Proof. Ct # o since at least one state is recurrent and further positive recurrent (null recurrence has

infinitely many states). m

Theorem 3.5.7 Part (6) Corollary of (1): An irreducible and aperiodic MC with finite states has a unique

stationary distribution.

Proof. finite states + irreducible =-positive recurrent. positive recurrent+aperiodic=ergodic. Thus,

dlstationary distribution. m

Theorem 3.5.8 Part (7) Structure of P. The transition matriz is

¢, Cy - Cp T
P, 0 .- . 0 ] c
0o Py, . . Cy
0o - 0 P, 0 | Cn
| R, R, -+ R, Qr | T

Since each C; is a closed set, row sum of each P; is 1. That is to say each Cj is a irreducible MC, particle

starting from C; or move from T to C; will always stay in C;. One also has

¢, Cy -+ Cp T
[ pr 0 .. ... 0 ] c,
0o P . T Cy
P — :
0 -0 P00 Cm
T

after n-step transition. Row sum of each P;? is 1. Moreover, lim,_,o QF = limn%m(qg.w)meT =0, any

transient state can not be stayed for long time.
FEA—NEFESTTAY

Theorem 3.5.9 Part (8) Corollary of (3) and (4). If CT has at least two positive recurrent classes, Cy and

Cy, then there are infinitely many stationary distribution.

Proof. Assume that C; and C5 correspond to transition matrices P; and Ps. Then there are stationary
distributions, m; and 7y, s.t.

m™m = 7T1P1,7T2 = 7T2P2.
For any r =1 — s € [0, 1], define

T = [rmy, $m2,0,---,0].
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Then,

P, 0 -+ - 0
0 Py
P = [rmy,sm,0, - 0]
o --- 0 P, O
 Ri Ry -+ Ry Qr |

[T7T1P1, S7T2P27 07 e 30]

= [rmy,sm2,0,---,0] = 7.

3.5.2 The limiting behavior of transtion probability matrix
)

Here we restate the results for lim,,_, oo pgl .

Theorem 3.5.10 If j is transient or null recurrent, then for any i € I,

lim pw) =0.

n—oo”

Corollary 3.5.11
(1) Finite-state Markov chain has not null recurrent states.
(2) All states of a finite-state irreducible Markov chain are positive recurrent.

(8) If a Markov chain has a null recurrent state, then it has infinitely many null recurrent states.

Lemma 3.5.12 If j is positive recurrent, then lim, .o p(.T.L)

i may not exist. Even it exists, it may be related

to state i.

Theorem 3.5.13 If j is ergodic, then fori € I,

lim pz(.?) = &

Theorem 3.5.14 For a irreducible ergodic chain, for anyi,j € I,

1
lim p(T-L) = —

n—oo ij 'LLJ
3.5.3 limiting probabilities and limiting distributions

Definition 3.5.15 If lim,,_, 71'](-”) =75 (j € 1) eists, then * = (7}, 75, ...) is called the limiting distribu-
tion of the Markov chain.

Theorem 3.5.16 For an aperiodic irreducible Markov chain, all states are positive recurrent if and only if

the chain has a stationary distribution. Moreover, the stationary distribution is the limiting distribution.

Proof. < Let the stationary distribution be 7 = (71,72, ...), so that 7 = 7P = - .. =xP", that is,
T = Z Wipg;l).
il
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Using Dominated Convergence Theorem, one can interchange the limitation and the summation for each

jel,
i () Clim '™ — 0=
mp= i D mp =3 m lim g = mi-0=0,
icl iel icl

if we assume that all states are either null recurrent or transient. However, since ) ., m; = 1, at least one

19
m; > 0 is strictly positive. Contradiction! Thus, at least one state is positive recurr]ent. Since the Markov
chain is irreducible, all states are positive recurrent.

= Proved in Theorem 3.5.2.

Moreover, the conclusion that the stationary distribution is the limiting distribution is also proved in Theorem

3.5.2. m

3.5.4 Examples for stationary distributions and limiting probabilities

Example 3.5.17 Let the state space of a Markov chain be I = {1,2} and the transition prob. matriz

b [ 3/4 1/4 ] .
5/8 3/8

(1) Compute the stationary distribution ™ and the limiting lim,,_, . P™;

Sol. Since m = 7P, compute the eigenvector of PT corresponding to eigenvalue 1:

. 1 —5/2
P"-1) - ( 0 o ) )
52\ [ 5/7
U1 ) T e )
hm Pn - 1 T - 5/7 2/7
n—o0 B T o B 5/7 2/7 ’

(2) Compute the mean recurrence time py and pio.
Sol. Based on the formula, m; = 1/p;, so that p1 = 7/5 and pe = 7/2.

Thus

and

Example 3.5.18 Ehrenfest model. Suppose that 2a molecules are distributed among two urns; and each
time point one of the molecules is chosen at random, removed from its urn, and placed in the other one.
Let X,, be the number of molecules in urn 1. The number of molecules in urn 1 is the Markov chain having

transition prob.

Za—i 0<i<2a—1,j=i+1.

2a
Dij = ﬁ, 1<i<2a,5=1—-1.
0, else.

Compute the stationary distribution .
Sol. This is a positive recurrent Markov chain with period 2, and thus there ezists a unique stationary

distribution. Define m_1 = maqy1 = 0. Based on m = 7P,

T = Mi—1Pi—1,i + Ti+1Pi+1,i,0 < ¢ < 2a.
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Then

T — Ti—1Pi—1,i

Tiy1 =
Dit1,i
Based on computation recursively
T = ﬂ :2(17'(0:021a7r0,
P1o
T = (7T1 — 7T0)20,/2 = (2CL - 1)0,71'0 = 022(171'0,
T2q = 02237'('0.
By induction,
L Rl S T Ci,mo — C;a_lﬂow
T+l = - i+l
Pit1,i Sa
0 ; , 1 mo [ (2a)-(2a)!  (2a)!- (2a+1—1)
= 2aC5. — (2a — i+ 1)C, = _
i+1( 2~ ( 10 ) i+1<i!(2a—i)! (i —1)!(2a + 1 —14)!

_ T (2a)! 20\ __ mQ@a)lRe—i)
i+1(i—1)1(2a— 1) <z >_ (i+1)(i—1)!(2a—i)!i_02: 0

Using mg + - - - + Maq = 2%%my = 1, we obtain

N /1 20
=t (=) (= <i<2a.
m = C3, <2> <2> ,0<i<2a

This is a Binomial with B(2a,1/2) since X1 + -+ 4+ Xaq ~ B(2a,1/2).
Example 3.5.19 5. Example 4.21 ignored. too simple.

Example 3.5.20 6. The Hardy-Weinberg Law and a Markov chain in Genetics. Consider a large
population of individuals, where each individual gene is either type A or type a. Assume that the proportions
of individuals whose gene pairs are AA, aa, or Aa are po,qo,r0 (Po+ qo + 10 = 1). When two individuals
mate, each contributes one of his or her genes, chosen at random, to the offspring.

By conditioning on the gene pair of the parent, we see that for the first generation, a randomly chosen gene

will be type A with prob.

P{A} = P{AJAA}P{AA} + P{Alaa}P{aa} + P{A|Aa}P{Aa}

1
= po+ §T0~

Similarly, it will be type a with prob.

1
Pla} =qo+ 370

Thus, under random mating a randomly chosen member of the next generation will be type AA with prob.,

where )
1
p=PLPLAY = (m+ 3n0)
The prob. for aa is

0= PayP(a) = (w+ ;) |
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The prob. for Aa is
1 1
r=2P{A}P{a} =2 (po + 27“()) <(J0 + 2ro> ,

where we notice that p+q+1r = 1.

We notice that the proportion of A will be unchanged from the previous generation:

1 1 \? 1 1
P{A™"} = p+ o7 = (po + 2?‘0) + (Po + 27"0) <QO + QTO)

1
po+ 5ro = P{A°dy,

Similarly,

1 1
P{anew} =q+ §7~ =qo+ 57’0 = P{aold}.

From this it follows that, under random mating, in all successive generations after the initial one,
the percentages of the population having gene pairs AA,aa, and Aa will remain fixzed at the
values p,q, and r. This is known as the Hardy- Weinberg law.

For instance, see the following example:

1st generation 2nd generation

To = 0.8 Ty = 0.5 To = 0.5

Let us now see the problem from another point of view. For a given individual, let X,, denote the genetic

state of her descendant in the nth generation. The transition prob. matriz of the Markov chain is

AA aa Aa
AA p+r/2 0 q+r/2
aa 0 q+r/2 p+r/2 ,

Aa | p/24+r/4 q/2+7/4 p/2+q/2+71/2

where AA — AA since AA must contribute one A and another A comes from P{A} = p+r/2, and Aa — AA
since %P{A} =p/2+r/4. Let us verify that the stationary limiting prob. of this Markov chain is p,q,r. It
suffices to show that

_ r p_ry_ Tye _ Toy2
p = p(p+2)+7“(2+4) (p+2) (po+2),
_ Ty Ty T2 Oy
q = Q(q+2)+7’(2+4) (q+2) (qO+2),

p+qg+r = 1
Example 3.5.21 7. 4.5.1 The gambler’s ruin problem ignored. Introduced in the following.

Example 3.5.22 8. 4.5.2 ignored since too hard.

3.6 Mean Time Spent in Transient States

See reference in [7].
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P transition prob. matrix for MC {X,,} and Q is submatrix of P which includes only transient states.

P:

P, 0 pr P 0
s Q| S, Q" |’

Example 3.6.1 5 states with two absorbing boundaries. S = {0,4,1,2,3}.

0 4 1 2 3
o1 0o 0 0]
4 {0 1[0 0 0
— 1 1
P = 1|3 0/0 % 0
2 10 0[5 0 3
310 5/0 5 0|
1 2 3
1o Lo
Q = 30 3
0 2 0

Q is called a substochastic matrix, i.e., a mtrix with nonnegative entries whose row sums are less than
or equal to 1.

Q is transient = Q™ = 0 as n — oco. = All eigenvalues of Q have absolutely values strictly less than 1.
= I — Q is an invertible matrix. = S := (I — Q)~! is well-defined.

Let j be a T state and consider Y; the total number of visits to j,
Y; = Z H{Xn = j}
n=0

X BT F ¥ DAAE 2 Since j is T, Y; < oo with prob. 1. Suppose X, = i, where is i another 7. Then

sy = BYjXo=1)=EQ X, =j}|Xo=1)

n=0
= Y P(X,=jlXo=1i)=>_p{’, 0included.
n=0 n=0
That is, E(Y;|Xo = 1) is the (4, j) entry of matrix
I+P+P%+.. -,

which is the same as the (7, ) entry of matrix

I+Q+Q?+ - (because Block property).
However, a simple calculation shows that

I+Q+Q*+---=1-Q)'=S.
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Theorem 3.6.2 Let i, be T. Then
(1) sij = [Slij = [T — Q)~Y;; is the expected number of visits to j starting at i.
(2) The expected number of steps until the chain enters a recurrent class can be computed by summing s;;

over all transient j in one T class.

Example 3.6.3 cont.

3/2 1 1/2
S=1-Q'=| 1 2 1
1/2 1 3/2

The expected number of wisits from 1 to 3 is 1/2. The expected number of visits from 1 until absorption is

3 1 _
dr1+l=3

Another derivation of the above result. For ¢,j € T, let s;; be the expected number of visits that the

MC is in j, starting from 4. Let

bij=1, i=j
0ij =0, i#]
Then
sij = B(Yj|Xo=1i)=0;+Y E(Y;|X1=k Xo=14)P(X; =k|Xo=1)
kel
= 0;+ ZpikSkj = 0;; + Zpikskj (since if k - j €T, then k€ T).
kel keT

In matrix form,

S =(I- Q) ' (notice that s;; > 1).

In the following, we derive another useful formula. For ¢, j € T, the quantity f;;, equal to the prob. that
the MC ever makes a transition into state j given that it starts in state i. Derive an expression for s;; by

conditioning on whether state j is ever entered,

Ay = {ever transit to j}, Ay = {never transit to j}.

sij = F(times in j|start in ¢, ever transit to j)f;;
+E(times in j|start in 4, never transit to j)(1 — fi;)

= (0ij +855)fi5 + 065 (1 — fi)

= 0ij + fijsjj-
Thus

fiy = S0
Sjj

Example 3.6.4 (Gambler Ruin Problem) Consider a gambler who at each play has prob. p of winning
one unit and prob. ¢ =1 — p of losing one unit. Assuming that successive plays are independent. Now given

p=0.4 and N = 7. Starting with 3 units, what is the prob. that the gambler ever has a fortune of 17
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Sol. We have a 6 X 6 matriz
0.4

0.6 0.4
0.6 0.4
0.6 0.4
0.6 0.4
0.6

then one obtains S =(I1 — Q)~1, and hence s3 1 = 1.4206 and s1,1 = 1.6149. Then

fa1= 23—1 — 0.8797.

Another way is, it is the prob. that the gambler’s fortune will go down 2 before going up 4, which is the prob.
that a gambler starting with 2 will go broke before reaching 6. Therefore,

1—(0.6/0.4)2
=1-———— (8797
faa 1—(0.6/0.4)6
. 1—(0.4/0.6)*
f31= T=(04/06)° = 0.8797.

Example 3.6.5 (Gambler Ruin Problem) Consider a gambler who at each play has prob. p of winning
one unit and prob. ¢ =1 — p of losing one unit. Assuming that successive plays are independent, what is the
prob. that, starting with i units, the gambler’s fortune will reach N before reaching 07

Sol. Let X,, denote the fortune at time n, then {X,} is the MC process with transition prob.

Poo = DPNN =1,

Dij+1 = p=1—-pi;1,1=12,...,N -1

Let - -
Y={JA={J{Xa=NXou,... . X0 #N}.

n=0 n=0
Since {1,2,...,N — 1} is transient and {0}, {N} are recurrent, the gambler will either attain goal N or
go broke. Let P; denote the prob. that, starting in i, the gambler’s fortune will eventually reach N. By

conditioning on the outcome of the initial play of the game we obtain

P(Y|Xo=1i) = PY|Xo=4,X1=i+1)P(X; =i+ 1|Xo=1)
+ PY|Xo=1iX1=i—1)P(X; =1i-1|Xo=1).

That is
Pi = pPi+1+qu‘717 7’:17277N_1
P-P = Yp-p_y), i=12..N-1
p
Hence, since Py = 0, we obtain
PB-P = g(P1—P0)=gpl7
p p
q \"
Py —Py_1 = =(Pv_1—Pn_2)= (> P
p p



Adding together yields

2 i—1
Pi—P =P (q)+<q> +"-+<q) ‘|
p p p
o (a/p)’
1—(a/p)*
p—) Tam ar#L
1Py, q/p=1.
Using the fact that Py =1,
1—(q/p)
P = { /¥ UPFL
/N,  aq/p=1

and hence _
1—(q/p)’
P = { =y YPFL
i/N, q/p=1
Note that as N — oo,
1— ‘ >1/2,
P (¢/p)'; p>1/
0, p<1/2.
Example 3.6.6 Determine the expected number of steps that an irreducible Markov chain takes to go from

one state i to another state j. We change j to the first site

_ | pGd) R
s Q
We then change j to an absorbing state,
- 1
P= 0 .
s Q

Let T; be the number of steps needed to reach state j. In other words, T; is the smallest time n such that
X, = j. For any other state k, let Ty, ; be the number of visits to k before reaching j (if we start at state k,
we include this as one visit to k).
B(Ty|Xo = i) = EQQ_ Tl Xo =) =Y sin-
k] k]
S1 gives a vector whose ith component is the number of steps starting at i until reaching j.

Example 3.6.7 A random walk with reflecting boundary, {0,1,2,3,4}.

0 1 2 3 4
olo 1lo o0 o]
12 03 00

— 1 1
P = 210 14l0 10
310032 0 1
410 00 1 0|

If set finally at j =0, then

1 2 3 4

1

1o 3 00

1 1

Q:25050
1 1 |7

310 4% 04

410 0 1 0



2 2 21
2 4 4 2
S=1I-Q)'!=
( Q 2 4 6 3
2 4 6 4
Then
7
12
S1 =
15
16

Hence, the expected number of steps to get from 4 to 0 is 16.

3.7 Time Reversible Markov Chains

Consider a stationary ergodic Markov chain (that is, the chain has run for a long time) having transition
prob. p;; and stationary prob. m;. Suppose that starting at some time n, we trace the states going backward

in time. It turns out that the sequence of states is itself a Markov chain with transition prob. g¢;; defined by

P{Xm :jaXm+1 = l}

Z" = P Xm = .Xm :7: = -
dij { Jl +1 } P{ X1 =i}
_ P{Xm = j}P{Xm-i-l = Z|)(m :.7} _ TiPji
P{Xm+1:Z} v ’

To see the reversed process is Markov, we must verify that
P{X,, = j| Xm+1 =1, Xint2, Xint3, - - -} = P{Xp, = j| Xony1 =i}
The reason is
P{Xmi2, Xm+3, - | Xint1, Xy - - -} = P{X 12, X3, - | Xint1} = Xk (Xmi1), k > 2,

thus
P{Xm = j|Xm+l = Z.a‘X?’n-i-2(‘Xrn-i-l)v)(771-&-3()(771-&-1)a . } = P{Xm = lem-H = Z}

Therefore, the reversed process is a Markov chain with transition prob. given by g¢;;.

Definition 3.7.1 If ¢;; = pi; for alli,j, then the Markov chain is said to be time reversible. The condition

for time reversibility can also be expressed as a detailed balance condition,
Tipij = T;Pji, for all i, j. (3.4)

The above condition can also be stated that, for all i, j, the rate at which the process goes from i to j (numely,

mipij) is equal to the rate at which it goes from j to i (numely, m;pj; ).

Proposition 3.7.2 If equation (3.4) has solution, then the solution is the limiting stationary prob. m;.

However, it is possible that (3.4) has no solution. This is so since if

Tipij = x;pji, for alli,j, Zﬂfz =1,

7
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then summing over i yields
Zl“ipij =Tj iji = Zj,
i i

and, becuase the limiting stationary prob. m; is the unique solution of the preceding, it follows that x; = m;
for all 7.

Example 3.7.3 Consider a random walk with states 0,1,..., M and transition prob.
p1'71‘+1 = ai:1fpm~_1, iil,...,Mfl,
Po,1 = ag=1-—pgpo,

DM, M ay =1—=pym—1.

By observation, the MC' is time reversible. This follows by noting that the number of transitions form i to
141 must at all times be within 1 of the number from i+1 toi. This is so because between any two transitions
from i to i+ 1 there must be one from i+ 1 to i. It follows that the rate of transitions from i to i + 1 equals
the rate from i + 1 to i. Thus

T = 7'('1(1—0(1),
T100 = 7'('2(].—@2),
ma; = mip(l—aip1), i=0,1,...,M—1.
Solve to get
m = Qi1 %0 my, t=1,..., M.

(1—ai)~-~(1—a1)

: M
Since Y ,_qmi =1,
-1

M
a-fl..'ao
Ty = 1+ J
2 a1 -

Example 3.7.4 One special case of above example is the Ehrenfest model. Suppose that M molecules are
distributed among two urns; and each time point one of the molecules is chosen at random, removed from its

urn, and placed in the other one. The number of molecules in urn 1 is a special case of the Markov chain

having Mo
—i
a; = i ,0=0,1,..., M.
Hence
- " —1
M—-j5+1)--(M-1)M
T = 1+ —
; JjG =11
:M -t M
1
_ J S
= ZCM _<2> ,
_J:O
and then



Example 3.7.5 Consider an undirected graph having a weight w;; associated with (i,j) for each arc. If at
any time the particle resides at node i, then it will next move to node j with prob. where
wij
Dij =

and where w;; is 0 if (i,j) is not an arc. For instance, in Fig. 3.4, p1a = 3/(3 +142) = 1/2. The time

reversibility equation or the detailed balance condition reduces to

. ’LUij — wji
1 - J .
> Wij > Wii

Since wi; = wj;,

.
Swg Sawn
Since 1 =3, m,
o Xvi
' 2 Zj wij
For the graph in Fig. 3.4, we have that
6 3 6 5 12
ML= 350 = 350 = 35, = 55, M = oo

Figure 4.1 A connected graph with arc weights.

Figure 3.4: A connected graph with arc weights.

More about detailed balance condition. If we try to solve detailed balance condition for an arbitrary

Markov chain with states 0, ..., M, it will usually turn out that no solution exists. For example,
TiPij = TjDPji;
TkPrj = ZjDPjk,

implies that
Ti _ PjiPkj
Ty Pijpik’

which in general not equal to pg;/pik. Thus, we see that a necessary condition for time reversibility is that
DikPkjPji = PijPjkPri, for all 7,7, k.

See counterexample in Fig. 3.5.
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Figure 3.5: Detailed balance condition has no solution.

Theorem 3.7.6 An ergodic Markov chain for which p;; = 0 whenever pj; = 0 is time reversible if and only

if starting in state i, any path back to i has the same prob. as the reversed path. That is, if

PiyiyPivio--Dig,i = PiyigPig,ip—1 " Piyis
for all states i,i1, ..., 0.

Proof. We have already proven necessity. To prove sufficiency, fix states ¢ and j and rewrite above equation
as

PijiyPivio--Diy,jPji = PijPj,inPig,ik—1 " Piyi-
Summing the preceding over all states i1, ..., yields

k+1 k+1
pEj )Pji:Pijpg'i ),

Letting & — oo yields
TiPji = PijTi,
which proves the theorem. m

Example 3.7.7 (PageRank) With the development of Internet, many companies are seeking the method-
ology of judging the popularity of all websites. This is called PageRank, which is proposed by Page and his
colleagues in 1998. They first labelled all the websites to obtain the state space I = {1,2,...,n}. When ith

website has link to the other m(i) number of websites, then we define the transition prob. from i to j as

i = %, when i is accessible to j,
=
! 0, else.

Obviously,

Zpij =1

Jjel

63



Since MC' has finite states, then all states are positive recurrent when all states communicate. Assume
aperiodic. Thus ergodic finite-state Markov chain gives a unique stationary distribution.

For the stationary distribution m = {m;}, m; reflects the visiting prob. for the website j. When j th website
becomes more popular, it will be visited more times, and thus m; reflects the popularity of the website j. One
can rank the website based on the each m;.

Not all websites communicate or some garbage websites construct many links to themselves via virus, and
thus the model needs to be improved. For example, the garbage website usually is visited for a short period,
so that one can design a more reasonable prob. model. Also for example, for those websites having no links

to others, one can modify the transition prob. matriz to be a weighted one, P=aP+ I_T"‘E

3.8 Hidden Markov Model

3.8.1 Introduction to HMM
0) _

i =

e Let {X,,n =1,2,...} be a Markov chain with transition prob. p;; and initial state prob. m
P(Xg=1)i>0.
e A signal from ® is emitted each time the MC enters a state. See Fig. 3.6.

Figure 3.6: Hidden Markov Model.

e We have

P(Sy = slXi=j)=q(sli), Y alsli)=1,
sed
P(S’n, - 8|X17S].7Xn—lysn—lan:]):P(SHZS|XTL:.]):q(slj)

e 51,95,... are observed while X7, Xo,... are not.
This is called a Hidden Markov Model.

Example 3.8.1 A machine has 1 good state and 2 poor state. The transition prob. is

1 2
1 0.9 0.1
P =
2 l 0 1 ]

Each item produced is of acceptable quality with prob. 0.99 when the process is in state 1.

Each item produced is of acceptable quality with prob. 0.96 when the process is in state 2.
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If item accepted or not can be observed, while the state of the machine cannot be observed (HMM).

q(all) = 0.99, g¢(ull)=0.01,
g(al2) = 096, ¢(ul2)=0.04
e {S,,n > 1} is not MC.
e " =(Sy,...,8,) is a random variable.
8k = (s1,...,8k) is one observation.

Define F,,(j) = P(S" = &,, X,, = j), then

P(Xn:ﬂgn:gn): = =

Now,

Fo(j) = P(S" ' =8u-1,5: = sn, Xn = j)
= > P =581, Xn 1 =10,5, =85, X = j)

ZP(§n71 = gn—th—l = Z)P(Sn = Sp, Xp = j|§n71 = gn—laXn—l = Z)

> P 1 (i)P(Sn = $n, Xn = j| X1 = ).
Notice that
P(Sn = 8, Xp= .j|Xn—1 = Z) = P(Xn = .j|Xn—1 = Z)P(Sn = 3n|Xn =75, Xn1= Z)
= pijq(snlj)-

Then
Fo(j) = ZFn—l(i)pijQ(SnU) = q(snlj) ZFn—l(i)pi]‘-

7 7

Starting with

Fy (i)

P(Sl = 817X1 = Z) = ]D(S1 = 81|X1 = Z)P(Xl = ’L)

= m%(s1e).

We can use Eq. (3.5) to recursively determine Fy (i), F5(i), ... up to F, (7).

Example 3.8.2 (Cont.) P(X1) =0.8. The first 3 items are a,u,a.

(1) What is the prob. that the process was in good state when the 3rd item was produced?
(2) What is the prob. that X4 is 17

(3) What is the prob. that the next item produced is accepted?
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Sol. §5 ={a,u,a}. We have

F(i = 1)=7%q(ali =1) = (0.8)(0.99) = 0.792.

F(i = 2)=7%q(ali =2)=(0.2)(0.96) = 0.192.

Fy(i = 1) =q(u)[F1(1)p11 + F1(2)p21] = (0.01)[(0.792)(0.9) + (0.192)(0)]
= 0.007128

B = 2)=qul2)[Fi(1)pi2 + Fi(2)pa] = (0.04)[(0.792)(0.1) 4 (0.192)(1)]
= 0.010848.

F(i = 1) =q(a|))[Fa(1)p11 + F2(2)pa1] = (0.99)[(0.007128)(0.9) + (0.010848)(0)]
= 0.006351.

F(i = 2)=q(a]2)[Fa(1)pra + F2(2)pa2) = (0.96)[(0.007128)(0.1) + (0.010848)(0)]
= 0.011098.

(a) We have
P = 18 P(Xs=1,5%) _  F(1) 0.006351

TS P(Xs=1i,|55)  Fs(1)+ F5(2)  0.006351 + 0.011098
= 0.364.

(b) Conditioning on X5, we have

P(X, = 1]5)=P(Xy=1|X3=1,5)P(Xs = 1|33) + P(X4 = 1| X35 = 2, 5) P(X3 = 2|55)
= (p11)(0-364) + (p21)(1 — 0.364) = 0.3276.

(¢) Conditioning on X4,

P(S4 = a|§3) = P(S4 = a|X4 =1, §3)P(X4 = 1|§3) + P(S4 = a\X4 =2, §3)P(X4 e 2‘§3)
= P(S4 = a|X4 = 1)(0.3276) + P(S4 = a|X4 = 2)(1 — 0.3276)
= (0.99) (0.3276) + (0.96)(1 — 0.3276) = 0.9698.

See reference in [9].

3.8.2 Key ingredients to HMM

(1) transition prob. matrix p;; = P(Xp41 = j| X, = 1).

(2) observation prob. distribution. ¢(s|j) = P(S, = s|X, = j).
(3) initial state distribution. 7'('1-(0) = P(Xo =1).

Compact notation: A = (p,q, ).

3.8.3 Three Basic Problems for HMMs

Compared to the traditional Hidden Markov Model (HMM), the RNN, LSTM become more popular
nowadays and receive more attentions. In order for HMM model useful in real-world application [9], we

present 3 basis problems:
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(1) (probability computation problem) Given observation 3§, = (s1,...,5,) and a model A = (p,q,7),

how to efficiently compute P(5,|\), the prob. of the observation sequence given the model?

(2) (decoding problem) Given observation §, = (s1,...,5,) and a model A = (p,q, 7), how to choose a
state sequence X = (Xi,...,X,) which is optimal in some meaningful sense?
(3) (learning problem or inverse problem) Given observation &, = (si,...,8,), how do we adjust or

estimate the model parameter A\ = (p, ¢, ) to maximize the likelihood P(5,|\)?

3.8.4 Forward and Backward Approaches for Problem 1

Forward approach

—

Compute P(S™ = 5,) by = >, F;,(i) for i = 1,..., N and recursive formula,

Ful) = a(suli) 3 Fuea(i)pis.

Notice that Fy(i = 1),...,Fi(i = N) is O(N), Fy3(i = 1),...,F2(i = N) is O(N), gives total complexity is
O(nN?).
Direct computation

by conditioning on the first n states of the Markov chain.

P(S" = 5)= )Y P(S" =5, X1 =i1,..., Xp = in)P(X1 = i1,..., Xp = ip)
) ) 0
= > alsili) - alsnlin) Tl pisis Doy
where made use of

P(X1,...,Xn) = P(Xp|Xp_1)P(Xn-1|Xn_2) - P(Xa|X1)P(X1),
P(Su|S1 ... Sp_1A)P(Sp_1|S1 ... Sn_2A) - P(S;]|A).

o]
N
s
=
S
S
I

The complexity is O(N™).

Backward approach

Define the quantity
Bi(i) = P(Sk41 = Sk41. -+, Sn = sn| Xi = 1).

A recursive formula for By(i) can be obtained by conditioning on X1,

By(i) = ZP(Sk+1 = Sp41, O = sn| X = 0, Xpy1 = J) P(Xpq1 = Jj| Xp = 1)
J

ZP(Sk+1 =8kt1, 0 S0 = 50| Xpp1 = j)pij
J

D P(Ski1 = skl Xisr = §)P(Skaz = k12,7, Sn = 5al k1 = ska1, X1 = 5)piy
j

> a(sk411)P(Ski2 = Skr2,++  Sn = $nl Xir1 = )i
i

Z q(8k+117)Br+1(5)pij-
J
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The initial condition is

Bn—l(i) = P(Sn = 5n|X7L—1 = Z) = ZP(S'IL = Sn‘Xn—l =1, X, = j)P(Xn = j|Xn—1 = Z)
J
= ZpijQ(Sn‘j)'
J
Determine the funtions B,,_2(%), B,—3(), . .. subsequently. Finally,

PS" = 5)=> PE" =5|X =i)r”

ZP(Sl:81|X1:i)P(SQZSQ,...,S —Sn‘Sl—Sl,Xl—Z) (0)
= Z (s1]i)P(Ss = $2,...,Sp = sn| X1 = )"

qul\ )3, (1))

Both Forward and Backward approaches
Suppose that we have computed Fj(j) and By (j) for some k,

P(g" = §n7Xk:J):P(§k:§’k7Xk :j)P(SkJFl’7Sn|§k:§k7Xk:j)
= P(S* =54, X = )P(Sks1,- - Snl Xk = 7)
= F.(j)Bk(j)
Thus,
=5 ZP " =5, Xk =) :ZFk(j)Bk(j), for any k.

One can first parallel compute Fy, (j) and By (j), recursively.
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Chapter 4

Markov Chain Monte Carlo (MCMC)

Key concepts include:

e important sampling,

e Metropolis-Hasting (MH) sampling,

e Hamilton MH sampling

e 1D data sampling

e Monte Carlo sum, see [13| # &% 47

e The algorithm and realization of MH sampling (discrete and continuous, Metroplis algorithm, ¢ is
symmetric)

e Gibbs sampling, see chapter 6 of [5],

e MCMC, advantage and disadvantage, see chapter 6 of [5],

e other notification, including burn-in. see Handbook [3],

e Hamiltonian Monte Carlo (HMC), see chapter 5 of Handbook [3],

e Vanilla MCMC, see zhihu PR II

e Choice of transition ¢, paper in John Harlim’s book see [4].

4.1 Monte Carlo Methods

4.1.1 deterministic vs. stochastic

(1) deterministic is preferred for low dimension problems, numerical differentiation or integral for ODE
and PDE problems.

(2) stochastic is preferred for high dimensional problems.

4.1.2 background

Monte Carlo77 # & X 17 F| Fl AL 407 7| R B ALAE L 9 X KRB 7 E AN, ZRFTENER R
BMAZA, EEREFNSMAHNAFERKAINATELETNEANKET EZ—®

Monte CarloA & E 4 & (Monaco) I3 4 W3, % Z kK F KB #N. MetropolisfE Z #4711+ X # B
HEBERHERHAENEE ZFHENZA, TRERHE 4 RMENREAEDE ER LK,
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4.1.3 difference bw some terminology

Markov chain is a concept for the property of a time series or a continuous-time stochastic process.

Monte Carlo is terminology for all stochastic simulation, in particular, referred to the summation of an
integral using stochastic approaches.

P TR AL B LB SR AR

MCMC is a sampling approach.

4.1.4 statistical mechanics

Stochastic Monte Carlo approach is different from the deterministic numerical discretizaiton approach
since the latter one is often used for ODEs and PDEs to describe the physics or mathematical systems.
Monte Carlo studies the system from microscopic point of view based on the concept of pdf for many
particles. In around 1950, people use pdf of many particles to calculate various macroscopic quantities,
including temperature and heat capacity, which are usually high dimensional problems. Since too many
particles or say the dimension of phase space is very high, the computation of expectations or numerical

integrals for high dimensional space becomes extremely important.

4.1.5 applications

statistical mechanics, then quantum chemistry, material science, biological mathematics, financial math-

ematics, deep learning.

Example 4.1.1 (Deterministic) Consider the integral,

1(f) = / f(x)d.

For equi-distance partition (see Fig. 4.1), that is, 0,1/N,..., (N —1)/N,1, one can apply the Simpson method

1 s 1
I(f) = (if(ffo) + Z flxi) + if(ifN))fh
i=1

which is of order h? = O(N~2). One can also apply the Darbouz sum

N—-1 N
I(f)= Y flwh, orI(f)=)_ f(zih,
1=0 =1

which is of order h = O(N~1).
(A& i)

Example 4.1.2 (Stochastic) I(f) = Ef(x) when X ~ U(0,1). Law of large number. We have the Monte

Carlo method for numerical integration:
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Figure 4.1: Equi-distance partition of the interval [0, 1].

where X; (i = 1,2,...,N) are i.i.d. uniformly distributed ~ U(0,1). Obviously, In(f) is unbiased and
consistent (converges in prob.)
Pf. First show that In(f) is unbiased,

Eln(f)=E

Denote

as a random variable with Eenx = 0. Then

Elex? = B(n(f) - I(H) = Bl 32 () ~ (D)

1 Nl: 9
= W2 Z:: a; —i—;QEalaJ _NEal
1
= LB~ () = Var(f) 0.

Therefore, by Chebyshev inequality, one can obtain the consistency:

Var(en) Elex|?
g2 B

— 0.
62

P(Inf—1f|>¢)<

By Schwartz inequality,

Blexl < VBT =y L5 ~ 2

If Var(f) < oo, then the convergence rate for Monte Carlo is 1/2.

Example 4.1.3 (Project 1) Consider the integral

/2
/ sin(x)dx = 1.
0

The Monte Carlo approximation is



where x; is i.i.d. ~U(0,1). Then fix m = 100 independent trials. Take many different N = 10,20, 40, 80, .. .,
640, 1280, 2560, 5120, 10240. Let e?v be the error for the jth trial under a given N. Define

m
= l ej
N m E N
Jj=1

Then plot logen vs. log N (similar to the follows in Fig. 4.2).

Figure 4.2: Error ey as a function of the number of particles N.

f) = /0 J(@)p(a)de

where p(x) is a pdf s.t. fo x)dx = 1,p(x) > 0. Then

Example 4.1.4 For general integral,

N
Z (x;), with x; i.i.d. with pdf p(x).
Example 4.1.5 For I(f fo x)dz, then
N
1 fs)
In(f) = ~ ,
N(f) N; (@)

Usually, p(x) can be approzimated by kernel density estimation or histogram.

i i.i.d. with pdf p(x).

Example 4.1.6 Multivariate case. Consider the hyper-cubic Q = [0,1]? in R? and the integral

:/.../Qf(a‘c’)p(f)df, #=(1,...,2q),

where p(Z) is a pdf s.t. fo Z)dZ = 1,p(Z) > 0. For determinisitc approach, assume that [0,1] is equi-distance
partitioned into n intervals for each dimension (see Fig. 4.3). Then the accuracy is still O(n~2) = O(N~1).
However, the complexity requires O(N = n?) amounts of computation.

On the other hand, for Monte Carlo, {x;}}, i.i.d. pdf is p(x). Let

I (f): Mwaz = 1(f),
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with the convergence rate of M~'/? and the complexity of O(M). If we let the same accuracy M~'/? =

O(n=2) = O(N~2/4), then we obtain that M = O(N*/9). Thus when d > 4, we have M < N, which means
that the complexity of Monte Carlo is smaller than the Simposon method.

Figure 4.3: Equi-distance partition of a rectangular domain.

Example 4.1.7 In Statistical Mechanics,

(A)y=— [ A@e Mg,
Z Jpon

where B = (kgT) ™ is the inverse temperature, kg is the Boltzman constant, T temperature, d¢ = d& - - - dZy

dpy - - -dpn, N is number of particles, and

Z = / e PI@ g,
R6N ’

is the partition function. 4 RAE F EBAE 10004 F, W Monte CarloFr #1001z 5 & (% B A w7 £ R
MBI FENTEE)AFNEEREER L FERATHARXNBI000KEHEA LK, EHHWITEEXNE
RN RANITENT 2K ERH, TN, REAMonte Carlo/7 FHIFM SR EFHENE R,

BRALELBR G F AR LT R E— WS, By fb o7 k% = 8 4 B AR R A S 5
BT E K.

4.2 Generation of Random Numbers

random numbers usually are not i.i.d. in computer, but called "pseudo random".

4.2.1 generation of random numbers from U(0,1)

1. Midsquare method
CFH B ED
In the early development of computers, Von Neumann and others generated pseudo random numbers

using midsquare method. For example, first take a 4-digit number 3333 and square it to obtain 11108889.
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Take the mid 4 digits 1088 and square it to obtain 1183744, and so forth. Every number 3333, 1088, 1837,
divided by 10? to obtain a pseudo random number between [0, 1] with uniform distribution. However, the
maximum cycle length of the approach is less than 10, and its statistics is not very good while this algorithm

was early used in the computation of nuclear reaction.

R A E EFRKE

2. Linear congruential algorithm

(RERE &)
In the random number generator of U(0,1), one early popular method is called linear congruential

algorithm. The algorithm is as follows:
Xpt1 = aX, + b(mod m),

where a, b, m are given integers. One important criterion for judging a random number generator is the called
maximum cycle length. In the same period, the longer the maximum cycle length, the better the performance
of the generator. For example,

m=2F a=4c+1, bisodd.

3. Magic "16807"

(42 B9 " 16807")
19694, Lewis, GoodmanfiMiller#® H 7 40 T & 4 &

Xpt1 = aX, (mod m),

H HEBla =75 = 16807, m = 231 — 1 = 2147483647. Shrage %4 T — /M EH L H 2z LR F = F 20
Bk, IHEBINHENE L EBRABEARKETAE21 x 10°. BALABEFER T Yt ey g Eib R,
AR A T /N K 25 (Minimal standard generator) (B35 iy X £ B W R EW HEX, EVEHIAF X —
KEBHRE).

Jak, £TX—%%, L'Ecuyer X A ATi8Bays-Durham #E# 5 & (L XHER[6]) 4 T — M EHEAHE
MK EE, ERABIHKEILRIA23 x 1018, EHRETHNFLHER|F, 2T X —HHMmE AL
Fran2(). ZHEHFH, WREAEEHEN LRAEEAM SRR LR MNEG, # 4 2%1000% 1!

MALE AL A ERFATHNENNES, WREF - ANTEAENELERE, TR TELERATHFT
fz, EFRIEVEEEAZLIAENRN., RAWENBELEERLFE, MAREBETREUEAEF. 7
S, MEFHEFROCEES, RAIVEFE TS|+ B F UL K www.netlib.org F B EE LI K & &

4.2.2 generation of random numbers with general distributions

1. Transformation method
(R #H)
Proposition 4.2.1 Let a random variable Y with the distribution function F(y), that is
P(Y <y)=F(y).

If another random variable X ~ U(0,1), then Y = F~1(X) satisfies the desired distribution.
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Proof. Since X ~ U(0,1) and Y = F~1(X), so that

P{Y < y}=P{F'(X)<y}
= P{X<F(y)}=Fy).

Based on above prop., if we already have random variables X;(¢ = 1,2, --) uniformly distributed on
(0,1), then Y; = F~1(X;) is randomly distributed with distribution function F(y). The larger the pdf is, the
steeper the cdf is. The smaller the pdf is, the flatter the cdf is. See Fig. 4.4.

Fly)

Yz Y

(@l
B 72 YHEEFEEREOREH W73 Y E‘Jﬁﬁ;(ﬁxﬁtﬂi

Figure 4.4: The probability density function (pdf) and cumulative distribution function(cdf) of a random
variable Y.

Example 4.2.2 (Project 2) (Exponential Distribution) Let the exponential distribution with pdf
() = 0, y <0,
Py Xe M.y >0,

Its cdf is F(y) =1 —e Y. Then

F~lz) = filn(l —z), z€(0,1).

Based on the transformation method, the exponentially distributed random variable can be obtained by
1
Y= I(l-X;), i=12.-
where X; ~ U(0,1). Check the pdf usign histogram or Kernel Density Estimation (KDE). Or check the

statistics based on p-value using x2-test.

Example 4.2.3 (Normal Distribution) The normally distributed variable has the pdf

1 22
e 2

and its cdf is

F(z) = /_9; p(y)dy = % + %erf (\%) ,

where erf (x) = % fom e~ dt is called the error function. Thus, F~'(z) = v/2erf (22 — 1) . However, it is
directly realized during numerical implementation since erf ' is difficult to compute. This means that the

transformation method has limitation.
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Box-Muller method

To generate normally distributed random variables, we use the following well-known Box-Muller method.

Notice that
“+o0 R 2 “+o0 “+o00o R R +oo 27 R
(/ e " da:) :/ / e~ @) dudy :/ / e " rdrdd = m,
oo —oo J—oo 0 0

on which the Box-Muller method is based. Let (x1,22) = (rcosf,rsin@), then

1 _=f+e3 1 _.2 1 2
—e 52 dridre = —e~ 2 rdrdd = | —db (e_Trdr> .
2w 2w 2w

7‘2 . .
In 6 direction, % is the density for the uniform distribution U(0,2x). In r direction, e~z r is the density

§2 7‘2
corresponding to the distribution function F(r) = for e~ zsds =1— e 7. Thus, random variables (Y1,Y5)

for the two-dimensional normal distribution can be generated through

V) = v/—2In X7 cos(2m X>),
}/2 — \/Tn)(lsin(2ﬂ-X2)7

where X7 and X5 are independent random variables satisfying U(0,1). Notice that
F7l(r)=+y/—2In(1 —7),

where 1 — 7 ~ U(0,1) and r ~ U(0,1). Then the above expression is written in this way since Y3 = r cosé
and Y5 = rsinf, where 0 = 27 X5 and r = v/—21n X;.

Acceptance-rejection method

Not introduced at this moment. The idea is kind of similar to MCMC.

4.2.3 technique for reducing the variance

The error of Monte Carlo is o/v/N, where o = (Var(f))/?.
The rate 1/v/N usually cannot be improved!

But the constant o can!

Importance sampling (Project 2)

If iid. 2; ~ U(0,1), then

On the other hand,

where p(y) is a pdf. Then

where i.i.d. y; ~ p(y).
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Figure 4.5: Sketch for importance sampling.

Let’s see Fig. 4.5 for the sketch for importance sampling. The nonzero values of the integrand function
f(x) are focused in the interval (a,b). If using x; ~ U(0,1), then many samples of z; lie out of the interval
(a,b) and these samples are used for computing the integral foa f(z)dz + fbl f(z)dz = 0. This means that
we spend amounts of computation to calculate the integral part that does not contribute to the final result.
Thus, the efficiency is low and also the accuracy is low. On the other hand, if we take p(y) proportional to
f(y), most samples are used to compute the dominant part of the integral. This is called the importance
sampling and p(y) reflects the important part of f(x).

Theoretically, we can analyze the error from variance point of view:

Vary(f) = /0 f — I(f)Pda = / 2z~ (f),

f AN
vavdy = [ (—) py — I%(f / E gy r(s). (4.1)
p o \P
Here, we notice that since
ex =Ix(f) = I1(f), ey =1Iy(f)—I(f),
their means are
EGX = 07 Eey = 0,

and variances are

Blex|* = —VMK; ) )
2 _ . 2 _ i al f(wi) _ 2
Eley| E(Iy(f) = I(f)) E[NZ(p(yi) 1(f))]

1
ZEb2 Z2Eb b | = B0

i<j

- ye(2 (y”—f(f)) = tvarv(L),

I
-
=
oS
i
&
N——
[ V)
||




In equation (4.1), if we take an appropriate p(y), s.t. fol f;dy < fol f?dz, then the variance reduces
Vary( ) < Varx(f). In particular, if p(y) = JIC((?;) x f(y), then
24 ' 2 2 >
vae)= [ Ly =10 [ ga- iy =P - Py =o
0

This means that when the importance of p(x) is the same with that of f(x), the variance becomes 0 and we

obtain the exact integral value. However, in practice this is difficult to realize due to two reasons. First, for

p(y) = %, it is impossible for us to prior get the value of I(f) in the computation of Iy (f) := Ziv 1 ﬁ(;”)

Second, it is not trivial to get samples with density p(y) « f(y) (while can be done using MCMC).
EEUMAESZR T A RAE RGN RER, CRBT RIS EA RN T MAEE I LA
Y B F R AT IR B B R .
Advantages of importance sampling over simple Monte Carlo (uniform sampling)
e Can significantly improve performance, by reducing the variance
e Can use samples from a different distribution, say ¢, to compute expectations with respect to p
e Can compute the normalization constant of p, as well as Bayes factors
Disadvantages
e Need to be able to evaluate the pdf/pmf p(z) and ¢(z), at least up to proportionality constants

e It might not be obvious how to choose a good ¢

Control Variate method, modification of importance sampling

2% B
The basic idea here is to use a random variable with given statistics (such as the mean) to control another

random variable with unknown statistics. For example,

/01 fla)dz = /Ol[f(fﬂ) — g(2))dz + /Olg(x)d%

with fo x)dzx is already known. Then one can use Monte Carlo to obtain

=¥ Z () )] + I(g), with ; ~iid. U(0,1).

If Var[f — g] < Var[f], then the constant coefficient is reduced while the convergence rate is kept the same.

In extreme case, when f = g, then Var[f — g] = 0.

Example 4.2.4 Consider the integral,

I(f) = /_O:O \/%(1 +r)lem T da,

where r = e (o > 0). Notice that
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4.3 Introduction to Markov Chain Monte Carlo (MCMC)

4.3.1 Application of MCMC

(1) MCMC can be used to generate samples from a given pdf, and then possibly be used for Monte
Carlo sum.

(2) Statistics have two popular methods, frequentist statistics and Bayesian statistics. The main
differences are listed in Table 4.1. Once you understand the Bayesian approach, it seems so natural that it is
hard to imagine any alternative. In fact, there was no satisfying alternative until the early 1900’s, when Karl
Pearson, Jerzy Neyman, Egon Pearson, and Ronald Fisher initiated what is now called frequentist statistics.

Both can be used for parameter estimation. For Bayesian inference,

pwl0)p0) _ _ p(yl0)p(0)
p(y) [ p(yl0)p(0)do’

where y is data and 6 is model (or paramters of model), MCMC is one popular approach, which can be

p(0ly) =

used for uncertainty quantification. However, MCMC is not appropriate for too large amount of data or
too complicated model. Another Bayesian approach is variational inference which involves Kullback-Leibler
(KL) divergence.

(3) The development of MCMC and its connection to statistical mechanics.

The popular application of MCMC starts from the development of statistical mechanics. In statistical
mechanics, an ensemble average is thought of as a concept that the macro state we see is the prob. average
of many micro states in equilibrium (see Fig. 4.6). The prob. here usually corresponds to Gibbs measure
(a more general used terminology for both finite and infinite systems) or Boltzmann distribution (a term for
finite systems). For examle, here is a box containing many gas particles in equilibrium and we can measure
their temperature, pressure, etc. In SM, this macro system, in fact, corresponds to many micro systems, and
its macro quantity is the statistical average of the quantities of these many micro systems. In mathematics,
the discrete and continuous cases are

Aoy = 3PN (g,

o

wm::/%tﬁ@h@m

where Z =3 exp{—fH(0)} and Z = [ exp{—f3H/(o)}do are partition functions.

The following is the statement of equilibrium statistical mechanics. Each of the m subsystems are
independent. each one at a time corresponds a micro state but at any time the prob. distributions of these
microstates are invariant. Metropolis has another point of view of this problem. Since macro quantities, such
as temperature, are invariant in equilibrium with respect to time, this means that the time average should

be the same as the ensemble average, that is
L N
(A@) ~ 5 D Al),
i=1

where {U(Z)}izl is the time series of the states evolving under the physics law. We notice that usually a
physics law gives us a Makovian process. The equality between the the ensemble average and the time average

is referred to as ergodicity in SM. In mathematics, the Metropolis algorithm is based on the ergodic theory.
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Figure 4.6: Ensembles in equilibrium.

Table 4.1: Comparison between frequentists and Bayesians.

frequentists

Bayesians

Hypothesis testing

Set null and alternative hypotheses
and use statistical tests to assess

evidence against the null.

Consider prior beliefs when forming

hypotheses.

Probability Frame probability in terms of Interpret probabilities subjectively

interpretation objective, long-term frequencies. and update them as new data is
collected.

Sampling Emphasize random sampling and Can adapt well to varying sample

often require fixed sample sizes. sizes since Bayesians update their

beliefs as more (observed) data
comes in.

Assumption Parameters that you estimate are There is a probability distribution

fixed and are a single point while

samples are random variables

around both the parameters and the

samples.

The regime for

application

Law of large number using a large

amount of data.

Probability is degree of belief.
Applicable when one has limited

data, priors, and computing power.
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4.3.2 Metropolis-Hasting Algorithm

Monte Carlo simulation

Let X be a discrete random vector whose set of possible values is ;. Let the probability mass function

of X be given by P{X = x;}, and suppose that we are interested in calculating
0= E[h(X)] =) h(z;)P{X = x;},
J

for some specified function h. In situations where it is computationally difficult to evaluate the series, we
often turn to simulation to approximate #. The usual approach, called Monte Carlo simulation, is to use
random numbers to generate a partial sequence of random vectors X1, Xs, ..., X,, having the mass function

P{X = z;}. Since the strong law of large numbers yields

n
. h(X;)
Jm, 2 = =
it follows that we can estimate 6 by letting n be large and using the average of the values of h(X;),i=1,...,n

as the estimator.

Discrete Case

The condition:

(1) X is a vector of dependent random variable whose samples cannot be generated via independent
sampling technique.

(2) We only know P(X = z;) o b(j) but do not know the normalization factor. Assume that B =3_, b(j)
is finite so that the pmf is P(X = z;) = b(j)/B = n(j).

The MH algorithm is given as:

Step 1. Let @ be any specified irreducible Markov transition prob. matrix with entries ¢(i, ).

Step 2. At the nth step, given X,, =4, draw a proposal Y = j with prob. P(Y = j) = q(4, ).

Step 3. Accept the proposal X,,+1 =Y = j with prob.

a(i, §) = min (b(j,.)qg’l.') : 1) :
b(i)q(i, 5)

Otherwise, reject the proposal and set X,,41 = X,, = ¢ with prob. 1 — «(i, ).

Remark 4.3.1 For the MH algorithm, we do not need to know the exact the distribution 7, but only need to
know b(j) which is different from w(j) by a normalization constant. The algorithm is OK when only b(j) is

given.
Remark 4.3.2 Numerically, draw a sample z ~ U(0,1), and set
X — { Y =j, ifz<af(ij),
X, =1, otherwise z > a(i,j).
Remark 4.3.3 One can see that the sequence of states constitutes a Markov chian with transition prob. p;;

given by

q(@, j)ali,j), if j#1,
Q(ia Z) + Z Q(iv k)(l - a(ia k))

ki

Dij

Dii
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This Markov chain will be time reversible and have stationary prob. w(j) if

m()pi; = w()pji,  forj#i,
W(Z)Q(luj)a(laj) = F(])q(],l)()&(],l) (42)

We now check that the detailed balance equation (4.2) is satisfied in the MH algorithm. If

b(4)q(j,1)

b(alig) =

a(i, j) =
then a(j,i) = 1 since %% > 1 and equation (4.2) follows. If a(i,j) = 1 then similarly again Eq. (4.2)

follows.

Continuous Case

Consider a Markov transition kernel density ¢ : £ x E — R™ such that [, q(z,y)dy = 1, Vo € E. The
MH method generates samples {x;} of a target density 7(z), as follows:

Step 1. At the ith step, given x;_1, draw a proposal u ~ g(z;_1, ).

Step 2. Accept the proposal, x; = u with probability min(a(x;—1,u),1). Otherwise set x; = x;_1. Here,

W(U)Q(ua 'ri—l)
m(xi-1)q(zi-1,u)

Practically, we don’t need to know the normalization constant for 7w since only the ratio of 7 is needed

a(wi-1,u) =

to determine the acceptance rate above. Numerically, this step can be realized by drawing a sample of the

standard uniform distribution, z ~ U[0, 1], and then setting,

u, if z < a(zi_1,u),
€Xr; = .
x;—1, otherwise z > a(x;—1,u).

First, let’s investigate why should we believe that z; is a realization of the chain with stationary density
m(z). First of all, let z; be a Markov chain with transition density p(z;_1, ;) and we want to show that = is
the stationary density. That is, we want to show that the chain generated by the MH method above satisfies
the detailed balance condition. Notice that based on the MH method, we can write the transition kernel
p(x;—1,u), which quantifies the probability of accepting u at the ith step given a realization of the chain x;_;

at the (¢ — 1)th step, as a product of the probability of proposing u and the probability of accepting u,
p(xi—1,u) = g(x;—1, u) min(a(x;—1,u), 1).

Thus,

m(u)q(u, ;-1)
m(wi—1)q(zio1,u) ’
m(@i—1)g(zi—1,u)
m(u)q(u, zi—1)
= w(u)q(u, z;—1) min(a(u, ri—1),1)

m(xi—1)p(xio1,u) m(xi—1)q(z;i—1, u) min(

= 7(u)q(u,x;—1) min(1,

= 7(wp(u,z;-1),
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which means that x; generated by MH method satisfies the detailed balanced condition (so that stationary) so
m(x) is the stationary density. To verify theo retically whether we obtain samples of 7 if we implement the MH
method sufficiently large 4 is simply equivalent to asking whether the chain is recurrent and aperiodic (which
is the hypothesis for the convergence). Detailed study of the convergence rates of some Metropolis-Hastings

kernel densities were reported in [11].

Remark 4.3.4 We should remark that if the proposal transition density q is chosen to be symmetric, q(x,y) =

q(y, ), then the resulting method is known as the Metropolis scheme, with an acceptance rate,

m(u)

a(z—1,u) = p—

This is Metropolis scheme.

Intuitively, this rate compares the probability of the proposal u to that of the previous chain value, r;—1. A

popular choice of symmetric proposal density is Gaussian which yields the random walk Metropolis proposal,
q(wi—1,u) = q(ulr;—1) = N(zi-1,C),
for some proposal covariance matriz C. Numerically, we realize the sample as follows,
w=xi_y +CY%, & ~N(0,I).

Remark 4.3.5 There are many choice of q in history.

(1) Tierney, 1994, Markov chain for exploring posterior distributions.

(2) Chib and Greenberg, 1995, Understanding the Metropolis-Hasting Algorithm.
(8) Hastings, 1970, q(x,y) = g2(y).

Remark 4.3.6 Vanilla MCMC was abandoned long time ago since its acceptance rate is too low. For Vanilla
MCMC,

a(i,j) = m(5)a(j,9), aj,i) =m(i)q(ij).
The low acceptance rate is caused by the too small values of above (i, j) or a(j,i). Nowadays, it is still an

important and popular topic to increase the acceptance rate, for instance, by using Hamiltonian MCMC

and Langevin dynamics MCMC.

Remark 4.3.7 (How useful MCMC is and why it works) In many real-world applications, we have to deal
with complex probability distributions on complicated high-dimensional spaces. On rare occasions, it is possible
to sample exactly from the distribution of interest, but typically exact sampling is difficult. Further, high
dimensional spaces are very large, and distributions on these spaces are hard to visualize, making it difficult
to even guess where the regions of high probability are located. As a result, it may be challenging to even
design a reasonable proposal distribution to use with importance sampling.

Markov chain Monte Carlo (MCMC) is a sampling technique that works remarkably well in many situ-
ations like this. Roughly speaking, my intuition for why MCMC often works well in practice is that
(a) the region of high probability tends to be "connected”, that is, you can get from one point to another
without going through a low-probability region, and
(b) we tend to be interested in the expectations of functions that are relatively smooth and have lots of "sym-
metries”, that is, one only needs to evaluate them at a small number of representative points in order to get

the general picture.

83



MCMC constructs a sequence of correlated samples X1, X, ... that meander through the region of high
probability by making a sequence of incremental movements. FEven though the samples are not independent,
it turns out that under very general conditions, sample averages % Zfil h(X;) can be used to approrimate
expectations Eh(X) just as in the case of simple Monte Carlo approximation, and by a powerful result

called the ergodic theorem, these approximations are guaranteed to converge to the true value.

60 -

40

0 2000 4000 6000 8000 10,000
Time

Figure 4.7: Burn-in is important for MCMC.

Remark 4.3.8 Burn-in is important for MCMC so that at least one long run is required (see Fig. 4.7). For
diagnostics, many relatively-long runs are preferred for detecting the pseudo-convergence. A Markov chain
can appear to have converged to its equilibrium distribution when it has not. This happens when parts of the
state space are poorly connected by the Markov chain dynamics: it takes many iterations to get from one
part to another. When the time it takes to transition between these parts is much longer than the length of
stmulated Markov chain, then the Markov chain can appear to have converged but the distribution it appears
to have converged to s the equilibrium distribution conditioned on the part in which the chain was started.
We call this phenomenon pseudo-convergence. This phenomenon has also been called "multimodality "
since it may occur when the equilibrium distribution is multimodal. But multimodality does not cause pseudo-
convergence when the troughs between modes are not severe. Nor does pseudo-convergence only happen when
there is multimodality. Some of the most alarming cases of pseudo-convergence occur when the state space
of the Markov chain is discrete and "modes” are not well defined (Geyer and Thompson, 1995). Hence

pseudo-convergence is a better term.

Remark 4.3.9 (Advantages and disadvantages for MCMC.)
Advantages of MCMC:
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e applicable even when we can’t directly draw samples. When we know nearly nothing about the model, we can
apply MCMC for initial tests to give us something while not always give correct results or accurate results.

e works for complicated distributions in high-dimensional spaces, even when we don’t know where the regions
of high probability are (while MCMC is not guaranteed to give correct results). Notice that in high-dimensional
spaces, the density w(z) is hard for visualization, but on the other hand, the samples {z;}¥.| can be used to
compute expectations of interested functions E f(x) or even for visualization.

e relatively easy to implement

o fairly reliable for sufficiently long runs.

Disadvantages:

e slower than simple Monte Carlo or importance sampling (i.e., requires more samples for the same level of
accuracy)

e computationally expensive in high dimensional spaces, or in multimodality cases, or when model
s complicated.

e can be very difficult to assess accuracy and evaluate convergence, even empirically. There is a great deal of
theory about convergence of Markov chains. Unfortunately, none of it can be applied to get useful convergence
information for most MCMC' applications. Thus most users find themselves in the following situation we call
black box MCMC:

(1) You know nothing other than that. The Markov chain is a "black box" that you cannot see inside.
When run, it produces output. That is all you know. You know nothing about the transition probabilities of
the Markov chain, nor anything else about its dynamics. This Point 1 may seem extreme. You may know a
lot about the particular Markov chain being used—for example, you may know that it is a Gibbs sampler—but
if whatever you know is of no help in determining any convergence information about the Markov chain, then
whatever knowledge you have s useless.

(2) You know nothing about the invariant distribution except what you may learn from running the
Markov chain. This Point 2 may seem extreme. Many examples in the MCMC literature use small problems
that can be done by independent and identically distributed (i.i.d.) Monte Carlo or even by pencil and paper
and for which a lot of information about the invariant distribution is available, but in complicated applications

point 2 is often simply true.

4.3.3 Gibbs sampling

The most widely used version of the Hastings—Metropolis algorithm is the Gibbs sampler.

Discrete Case

Let X = (X1,...,X,) be a discrete random vector with probability mass function p(Z) that is only
specified up to a multiplicative constant, and suppose that we want to generate a random vector whose

distribution is that of X. That is, we want to generate a random vector having mass function
p(Z) = Cy(7)

where g(Z) is known, but C is not.

Step 1. Choose an initial state & = (z1, ..., Zy).
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Step 2. For the current state &, choose a coordinate which is equally likely to be any of the coordinates
1,...,n. If coordinate k is chosen, then generate a random variable Y whose probability distribution is given
by

P{Y =y} = P{Xy =y|X; =x; for j =1,...,n with j # k},
where it is assumed that the above random variable Y can be generated having the above pmf. If Y = y, let
the candidate state ¥ = (1, ..., Tk—1, Y, Tht1s s Tn)-

Step 3. The next state & = (x4, ..., x,) is set equal to i. Repeat step 1 with this new state Z.

The Gibbs sampler uses the Metropolis-Hastings algorithm with the choice

1
q(Z,9) = EP{Xk =y|X, =x; for j=1,...,n with j # k}

1 p(%)
n P{X; =x; for j =1,...,n with j # k}

for the Markov transition matrix (). It is not difficult to verify that for this choice the acceptance probability
a(Z,7) is given by
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alZ,g) = min(
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()
== 2=
8 8
!
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Hence, when utilizing the Gibbs sampler, the candidate state is always accepted as the next state of the

Markov chain.

Continuous Case

Suppose p(z,y) is a p.d.f. or p.m.f. that is difficult to sample from directly. Suppose, though, that we
can easily sample from the conditional distributions p(z|y) and p(y|z). Roughly speaking, the Gibbs sampler
proceeds as follows: set z and y to some initial starting values, then sample x|y, then sample y|z, then x|y,
and so on. More precisely,

Step 0. Set (zo,yo) to some starting value.

Step 1. Sample 21 ~ p(z|yo), that is, from the conditional distribution X|Y = yo.

Sample y; ~ p(y|z1), that is, from the conditional distribution Y| X = .

Step 2. Sample x2 ~ p(x|y1), that is, from the conditional distribution X|Y = y;.

Sample yo ~ p(y|z2), that is, from the conditional distribution Y|X = z5.

Each iteration (1.,2.,3.,...) in the Gibbs sampling algorithm is sometimes referred to as a sweep or
scan. The sampling steps within each iteration are sometimes referred to as updates or Gibbs updates.
Note that when updating one variable, we always use the most recent value of the other variable (even in the
middle of an iteration).

This procedure defines a sequence of pairs of random variables
(XOa Y0)7 (le Y1)7 (X2a }/2)7 (X?n }/3)7
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which has the property of being a Markov chain—that is, the conditional distribution of (X;,Y;) given all of
the previous pairs depends only on (X;_1,Y;_1).
Gibbs sampling with more than two variables is completely straightforward— roughly speaking, we cycle

through the variables, sampling each from its conditional distributional given all the rest.

Remark 4.3.10 F UL EHikF, SARRERE T RO, oA LATRHFTINEAME, XARE
BHE Q PEMAN RN ESMEF RSO LT HEFOBE, MAEREH Gibbs Sampling Hik+, %
2 — AR MR, LRREAS TR, E—RETHLTH EEBBERL

(Project 3) Show both the Metropolis-Hasting samplers and Gibbs samplers for 2D Gaussian distribution
and the distribution with the density

p(z,y) ce”1(z,y € (0,1)).

4.4 Parameter estimation problems

4.4.1 The Bayesian approach

P(this = Bayes | data) < 1 Richard Price Pierre-Simon Laplace

Figure 4.8: Founders of Bayesian statistics.

e Thomas Bayes (1701-1761) was an ordained minister who was also a talented mathematician and a
Fellow of the Royal Society. Bayes came up with an ingenious solution to this problem, but died before pub-
lishing it. Fortunately, his friend Richard Price carried his work further and published it in 1764. Apparently
independently, Laplace rediscovered essentially the same idea in 1774, and developed it much further. (See
Figure 4.8.)

e The idea is to assume a prior probability distribution for #-that is, a distribution representing the
plausibility of each possible value of 6 before the data is observed. Then, to make inferences about 6, one
simply considers the conditional distribution of 6 given the observed data. This is referred to as the posterior
distribution, since it represents the plausibility of each possible value of 8 after seeing the data.

e Mathematically, this is expressed via Bayes’ theorem,

p(z|0)p(9)

(o) = P2

o< p(x|0)p(6), (4.3)
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where z is the observed data (for example, z = x1.,,). In words, we say "the posterior is proportional to the

likelihood times the prior". Bayes’ theorem is essentially just the definition of conditional probability

P(B|A) = P(ﬁ(z)B ) P(AEZ];(B) (4.4)

extended to conditional densities. (From the modern perspective, Bayes’ theorem is a trivial consequence
of the definition of a conditional density-however, when Bayes wrote his paper, the idea of a conditional
probability density did not yet exist!)

e More generally, the Bayesian approach-in a nutshell-is to assume a prior distribution on any unknowns,
and then just follow the rules of probability to answer any questions of interest. This provides a coherent
framework for making inferences about unknown parameters 6 as well as any future data or missing data,
and for making rational decisions based on such inferences.

e Bayes, in a nutshell. The Bayesian approach can be summarized as follows: Assume a probability
distribution on any unknowns (this the prior), assume the distribution of the knowns given the unknowns
(this is the generating distribution or likelihood), and then just follow the rules of probability to answer any
questions of interest.

An overarching theme of the Bayesian perspective is that uncertainty is quantified with probability distri-
butions. Since essentially all statistical methods involve assuming the form of the generating distribution,
it is the prior that distinguishes the Bayesian approach, and makes it possible to just follow the rules of

probability.

What questions of interest often arise?

Here are some recurring examples:

e estimate some unknown parameter or property,
e infer hidden/latent variables or missing data,

e predict future data,

e test a hypothesis, or

e choose among competing models.

How is this done? What methods are employed?

In order to answer a question of interest, you usually have to get ahead of the posterior in one way or
another, and compute one or more posterior expectations (integrals with respect to the posterior density).
Three main categories of methods can be distinguished here: exact solution, deterministic approximation,
and stochastic approximation.

1. Exact solution

In certain cases, it is computationally feasible to compute the posterior (and posterior expectations)
exactly.

e Exponential families with conjugate priors often enable analytical solutions.

e Gaussians, in particular, are highly conducive to analytical solutions.

e For certain graphical models, dynamic programming can provide exact results.

2. Deterministic approximation

Methods include:
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e numerical integration, a.k.a. quadrature/cubature

e quasi-Monte Carlo (QMC), low discrepancy sequences

e Laplace’ s method / Laplace approximation

e expectation propagation (EP), variational Bayes (VB)

For low-dimensional integrals, numerical integration and QMC are superior to stochastic approximations.
QMC can sometimes perform well in high-dimensional situations as well.

3. Stochastic approximation

For high-dimensional integrals, stochastic approximations are often the only option. The basic idea is
that samples from the posterior can be used to approximate posterior expectations. Methods include:

e Monte Carlo approximation, importance sampling

e Markov chain Monte Carlo (MCMC) —Gibbs sampling, Metropolis algorithm, Metropolis-Hastings
algorithm, slice sampling, Hamiltonian MCMC

e sequential importance sampling, sequential Monte Carlo, population Monte Carlo

e approximate Bayesian computation (ABC)

Overall recommendation: be pragmatic, not dogmatic

Overall, be pragmatic—that is, use what has been shown to work. As a default approach, the following
will serve you well:

Design as a Bayesian, and evaluate as a frequentist.

In other words, construct models and procedures from a Bayesian perspective, and use frequentist tools
to evaluate their empirical and theoretical performance. In the spirit of being pragmatic, it might seem
unnecessarily restrictive to limit oneself to Bayesian procedures, and indeed, there are times when a non-
Bayesian procedure may be preferable to a Bayesian one. However, typically, it turns out that there is no
disadvantage in considering only Bayesian procedures—this has been shown formally via the "complete class

theorems".

4.4.2 Applications of Bayesian statistics

e Tracking. For vehicle guidance, navigation, and control, it is essential to know the state of the vehicle
(location, orientation, velocity) of the vehicle at any given time. Usually, an array of sensors provides various
kinds of information of varying quality (e.g., compass, accelerometers, gyroscope, GPS, vision, laser scanner),
and this must be combined with knowledge of the vehicle’ s actions (e.g., wheels, propellors/turbines, rocket
engines, ailerons), along with a physical model, in order to infer the state of the vehicle in real-time. In 1960,
Rudolf Kalman proposed a solution using a Bayesian time-series model which became known as the Kalman
filter. The Kalman filter and its successors have been extraordinarily successful-it is difficult to overstate
their importance in the guidance systems of aircraft, spacecraft, and robotics.

e Phylogenetics. Understanding the evolutionary relationships among organisms—that is, the phyloge-
netic tree—is fundamental in nearly all biological research. Using genetic data from many organisms, along
with models of how changes in the genome occur over time, researchers can infer the unknown evolutionary
"family tree". Some of the dominant approaches use Bayesian inference (e.g., popular programs include
MrBayes and BEAST) and these are widely used throughout biology.
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e Computer science. Spam accounts for the majority of email traffic—typically between 60 to 70% of
emails are spam. Yet, due to the sophisticated spam detection algorithms used by email service providers,
very little spam gets through to your inbox—and only rarely is real mail classified as spam. For instance,
in 2007, Gmail posted the chart, showing that the fraction of spam that gets through is very small indeed.
Bayesian models are the most prominent methods for spam detection. A former Microsoft developer who

moved to Google reportedly said, "Google uses Bayesian filtering the way Microsoft uses the if statement."

e o s o e e e e e e

Figure 4.9: Prior and posteriors (after successive searches) for the location of the wreckage of Air France
447. (Stone et al. 2011).

e Search. On June 1, 2009, Air France Flight 447 crashed into the Atlantic Ocean, killing all aboard.
Despite three intensive searches, the underwater wreckage had still not been found a year later. French
authorities were eventually able to recover the wreckage with the help of a Bayesian search analysis provided
by the Metron company (Figure 5). Bayesian search analysis involves formulating many hypothetical scenarios
for what happened, constructing a probability distribution of the location under each scenario, and considering
the posterior distribution on location given the searches conducted so far. It has also been used to find

submarines and ships lost at sea.
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